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1 Introduction

The world is fast changing, a statement known to many people. For these people
globalization intensifies the need to adapt on events happening (e.g in stock market).
Therefore they must accomplish to retrieve and comprehend a huge amount of in-
formation in less time. The increasing degree to which world events are captured
enhances our ability to observe global news at any time. Further, it enables us to
recollect reasons about real-world occurrences, and relate to other events. However,
due to the lack of structure and the heterogeneity of information sources, access
to this huge collection of information has been limited to browsing, searching and
reading through articles. To cope with that enormous amount of data available, Infor-
mation Extraction Systems have been developed whose goal is to extract structured
information from unstructured machine-readable documents.

Information Extraction is defined as the process of selectively structuring and
combining data that are explicitly stated or implied in one or more natural language
documents. There is a considerable interest in using these technologies for Information
Retrieval , since there is a increasing need to localize concise information in
documents. For instance answering a given question is not only done by retrieving the
entire document. Advanced retrieval models such as language modeling are building a
probabilistic model on the content of a document to answer that need. Question An-
swering is taking a next step by inferring answers to a natural language question from
a document collection. In such information retrieval models a classification of entities,
relation between entities and semantically relevant parts of text is very valuable to
text searching. Semantic classification becomes essential when talking about semantic
Web, but also in other tasks such as text summarization and information synthe-
sis from different documents, Information Extraction is an essential preprocessing step.

Besides extraction and identification of specified classes of names and entities,
relation and event extraction is a major task of [[E] Events are real-world occurrences
that unfold over time and space and typically will involve certain change of state,
thus many domains are characterized by key events or scenarios. Formally, the task of
event extraction is to automatically identify events in free text and to derive detailed
information about them. Ideally an event extraction system answers Who did what,
when, where and possibly why and how. Due to the complexity of natural language
and due to the fact that in news articles a full event description is scattered over
several sentences and documents, extraction of events is a higher-level information
extraction task which is not trivial. Recognizing the different forms in which an event
can be expressed, distinguishing events of different types and finding the arguments
of an event are all challenges.
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1.1 Motivation

Every day hundreds of news articles are being published by the main news agencies
(e.g Reuters, Aljzeera, CNN, BBC). As the amount of news articles on-line increases
rapidly, so too does the need to find the right news article quickly and efficiently.
The readers task is to filter out the desired information from headlines and teasers
by scanning various sources of news articles. If the reader wants to get into detail
he has to browse various websites and read through several articles about the same
issue with facts he even already knows.

A reader not willing to read through a collection of news articles needs a represen-
tation of the news in a compact form describing the topic concisely. Catchwords are
not enough, since they do not contain enough semantic information to understand an
event completely. A famous concept in news information gathering is the concept of
the five “W” and one “H”. The originally states, that a news story should be
considered as complete if it answers the six questions, Who, What, Where, When,
Why and How. The answers to this six questions are elaborate enough to understand
the whole story (Carmagnolal 2008).

Given such structural characteristics of a news article we are capable of further
semantic processing, that for example could lead us to build up a large scale news
semantic knowledge base. On such a knowledge base we can apply news filtering and
topic categorization technologies or build up a time-dependent event hierarchy. Fur-
thermore it enables the efficient delivery of customized content related to companies,
people, products and countries.

1.2 Use Case

In this section the use cases described show possible uses of the FWTH]| extraction
system.

Bob provides news articles from various news agencies in form of browse-able web
content. Each news article is unstructured and embedded in a webpage. A user, Eve,
consumes the provided information about a topic she is interested in by browsing
through the given articles. Since Eve only needs a clear and brief overview about the
topic-related event described in the article she does not want to check and verify all
information contained. The only information she is interested in is who did what,
when, why, where and optionally how did it happen. To gain the desired information
she clicks a button and concise information in form of answers to the questions
are being extracted and displayed.

Alice is also interested in Bob’s news articles and wants to build up a database
filled with news. As Alice wants to make the news accessible for further semantic
interpretation such as clustering by people and organizations involved in the event,
she decides to break down the news articles to the concept. So she collects the
[URTE of Bobs news and applies a light-weight extraction system that stores
each event into her database. Now Alice develops an application for accessing her



1.3. Research Questions 7

database as an network of related news, by the help of the previously extracted FWTH]
key information. This network enables Tom, a Reporter, to gather news articles
related to the topic he is writing about. In an interactive visualization he can easily
see the temporal, local and contextual relation between the events through their
connection. The more fine grained he specifies the request to the network, the more
concrete it delivers related events. Thus he gains an overview about his topic with
people, locations and events related. Alice already thinks about developing a software
that builds up causal chains over events by connecting them through the extracted
EWTH] semantic elements.

1.3 Research Questions

This thesis aims to contribute towards the automatic extraction of answers to the
FWTH] questions from a news article within the web knowledge extraction system
WebKnox E| The practical topic of this thesis is to support readers to comprehend a
news article faster by giving them the answers to the questions Who, What, Where,
When, Why and How.

In the course of this thesis, the following research questions will be addressed:

1. What percentage of news articles contains answers to the questions Who, What,
Where, When, Why and How.

2. What are the relevant features of information and document structure in news
articles, that can be helpful to automatically extract the answers to the
questions.

3. What methods from the fields of Natural Language Processing (NLP|) and
Information Extraction can be conductive to the extraction of the needed
information.

4. How can extracted answers be conductive to the extraction of other answers.

1.4 Theses

The following theses The study makes the following research contributions.

1. The system should be able to extract the fWIH|semantic elements from different
sources such as webpages.

2. The system should be able to extract the from any domain of news.

3. The system applies Named Entity Recognition (NER]) and Co-reference Resolution
on the news article and uses a Machine Learning (ML) approach with
derived features of the recognized entities to extract the WHO and WHERE.

'http://www.webknox.com/, accessed on 04/03/2011
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4. To extract the verb describing WHAT happened, the system should apply Parts
of Speech (POS) Tagging and Phrase-Chunking on sentences containing the
WHO.

5. To extract the WHEN, the system uses features of the document structure or
temporal references from the text.

6. To extract the WHY and HOW, the system uses custom regular expressions to find
the relevant sentences.

1.5 Structure
The following chapters of this thesis are structured as described below:

e Chapter [2] introduces to Machine Learning and illuminates its tasks such
as classification. We explain applications and the different statistical and
symbolic approaches that have been made to solve Machine Learning problems.
In Section [2.2] we describe the various techniques from the field of Natural
Language Processing that can be conductive to extract the In the
following Section we give a brief overview of Event Extraction and will
shed light on historical development of this field of research. Furthermore we
investigate three different approaches of [EE] that intersect with different fields
of research. A definition of the FWTH] task and presentation of two exemplary
related works closes the chapter.

e The concept is described in Chapter [3|and introduces the system architecture as
well as the extraction mechanisms of the BWIH] The ideas how each particular
extraction of the 6 answers is being solved are explained briefly.

e In Chapter [ we give an insight in the implementation of the NewsX system.
The applied techniques and used components of the previously described concept
and architecture are being briefly explained. Besides introducing the extraction
process, we also characterize problems that occurred while implementation
stage.

e Evaluation chapter starts with evaluation of different classification algorithms
and the results. The core part of this chapter is the evaluation of the NewsX
system by a user study. We discuss the results and give recommendations for
improvement of the system.

e The final Chapter [6] concludes the thesis with a summary of the contributions
and proposes topics that should be considered in future work.



2 Background

2.1 Machine Learning

Nature has designed humans as an advanced neural- cognitive system to learn,
recognize and make decisions. Recognizing a face or learning and understanding the
spoken languages are astoundingly complex tasks, that are internally performed by an
coordination between eye, ear, hands etc. Humans learn from experience, by mistakes
or successes. By human nature it is natural that we seek to invent and build systems
that can also learn to perform these learning, recognition and decision making tasks.

So in the field of Machine Learning one considers the question of how
to make machines able to “learn”. In this context things learn when they change
their behavior in a way that makes them perform better in the future (Witten and
Frank, [2005). More specifically, Machine Learning is a method for creating computer
programs by the analysis of data. Some [MI] systems are based on a collaborative
approach between humans and machine, while others attempt to eliminate the need
for human intuition in the analysis of the data. [MI]is a natural outgrowth of the
intersection of Computer Science and Statistics.

In the nineties there has been a profound shift in computational linguistics
from manually constructing grammars and knowledge bases to partially or totally
automating this process by the use of statistical learning methods that are trained on
large natural language corpora. The popularity of [MI] algorithms has its origin in the
performance improvement of hardware and software architectures that allow the huge
amounts of information to be processed. Distribution of statistical learning methods
was also pushed forward by the growing availability of large machine readable corpora
from different sources, languages, levels of annotation, etc. that could be used by
researchers to evaluate and compare their systems.

2.1.1 Tasks and Applications

Over the past years study of Machine Learning has spun off an industry in data
mining to discover hidden regularities in the growing volumes of online data. The
niche where it will be used is growing rapidly as applications grow in complexity, as
the demand grows for self-customizing software, as computers gain access to more
data, and as we develop increasingly effective [MI] algorithms.

In [NLP] the choice of automatically processing such massive quantities of free
text has contributed to the development of various methods and techniques with an
application to a huge variety of natural language problems, for instance automatic
extraction of lexical knowledge, lexical and structural disambiguation, [[E] and [[R]
automatic summarization, machine translation, parsing etc.

9
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The starting point for solving the most [NLP| problems is to find and create
structures in unstructured data, which is the main goal of classification and clustering
techniques.

Classification

The core of problems addressed by [MI] techniques, appearing at all levels of the
language understanding process, are those of natural language disambiguation. These
problems are particularly appropriate because they can be reformed as classification
problems, which are a generic type of problems with a long tradition in the Artificial
Intelligence area. Given a set of classes, classification seeks to determine which
class(es) a given object belongs to. Like books in a library are being assigned to their
categories by a librarian, many classification tasks have been solved manually. An
alternative approach is the classification by the use of rules, that are most commonly
written by hand. Such a set of rules captures a certain combination of keywords
that indicates a class. Since creating and maintaing hand-coded rules over time is
labor intensive, there is a third approach to text classification, namely [MI] based text
classification. In[MI]the decision criterion of a classifier is learned automatically from
training data. These training data have to be a number of good example documents
for each class, where a person have labeled or annotated the data in each document
with its class. Of course labeling data is an easier task than writing rules (Manning
et al., 2008). This type of is called supervised learning because a supervisor
defining the classes and labels is needed to direct the learning process.

Classification can be seen as two separate problems - binary classification and
multiclass classification. Binary classification requires discerning between two classes,
whereas multiclass classification involves assigning an object to one of several classes.
Since many classification methods have been developed for binary classification,
multiclass classification is carried out by serially applying binary classification.

Clustering

Coming from supervised text classification, clustering is the most common form of
unsupervised learning. Thus, there is no human expert who has to assign objects to
their classes. Clustering algorithms group a set of objects into a subset of clusters.
The algorithms goal is to create clusters that are coherent internally, but clearly
different from each other. Objects within a cluster should be as similar as possible;
and objects in one cluster should be as dissimilar as possible to the objects in the
other clusters (Manning et al.l 2008).

2.1.2 Approaches

Most of the corpus-based language acquisition methods applied by researchers
were borrowed from statistics and information theory. As a consequence of this col-
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laboration, well-known statistics based techniques could be adapted to the particular
problems of [NLP| and lead to a significant progress in this field of research.

Learning approaches are usually categorized as statistical (also probabilistic or
stochastic) methods and symbolic methods that do not explicitly use probabilities in
the hypothesis.

Stochastic Machine Learning Approaches

A stochastic model is defined as a model that describes the real world process by
which the observed data are generated (Dietterichl [1997)). The typical representation
of a stochastic model is a probabilistic network that represents the probabilistic
dependencies between random variables. Each node in the graph has a distribution,
and from these individual distributions, the joint distribution of the observed data
can be computed. There are different approaches that vary in how the probabilistic
network is acquired and in which is the method applied to combine individual
probability distributions.

Naive Bayes

The most simple approach to stochastic classification is to use the Naive Bayes
Classifier, which is based on the Bayes’ theorem and the assumption of independence
between features. Despite its simplicity it has been widely used in the [MI] and [NLP|
communities with surprising success.

Naive Bayes classifiers assume that the effect of a variable value on a given
class is independent of the values of other variables. This assumption is called class
conditional independence. It is made to simplify the computation and in this sense
considered to be naive. Studies have exhibited high accuracy and speed when applied
to large datasets.

Maximum Entropy

Lau et al.| (1993) have proposed an approach for combining statistical evidence from
different sources, that is based on the Mazimum Entropy Principle. This work
was originated within the speech recognition field, but it has also been successfully
applied to different problems (Ratnaparkhil [1998)).

The [ME] approach is based on linear regression, which task is to find a linear
equation for input features and predicting real-valued output. But often in speech
and language processing we are doing classification, in which the output we are trying
to predict takes on one from a small set of discrete values. Considering the simplest
case of binary classification you can only take on the values 1 (true) or 0 (false).
In such cases logistic regression can be used to classify an observation into one of
two classes. In most of the time, the kinds of classification problems that come up
in language processing involve larger numbers of classes, for instance a set of [POS|
classes. Logistic regression can also be defined for such functions with many discrete
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values, which we call multinominal logistic regressions (in fields of language processing
also called MazEnt).

Classification in MaxEnt is thus a generalization of classification in Logistic
Regression. In boolean logistic regression, classification involves building one linear
expression that separates the observations in the class from the observations not in the
class. By contrast, classification in MaxEnt, involves building a separate expression
for each of the classes.

Logistic regression is a function approximation algorithm that uses training data
to directly estimate P(C | X), in contrast to Naive Bayes. In this sense, logistic
regression is often referred to as a discriminative classifier because we can view the
distribution P(C' | X) as directly discriminating the value of the target value Y for
any given instance X.

Hidden Markov Models

Hidden Markov Models had their major success in the low-level tasks of
language disambiguation, that is speech recognition and synthesis, [POS} Tagging,
and [NER]l In a [HMM] it is hypothesized that there is an underlying finite state
machine that changes state with each input element. Each state transition is assigned
a probability and generates an output sequence by some probability function (Freitag
and Mccallum, |1999).

The models are called hidden Markov models because only the output symbols can
be observed, but not the underlying state sequence. For estimating the probability
of name versus non-name readings, as needed in a name tagger for instance, it
is presumed that the individual events are part of some larger constituents, such
as names of particular type. Whether a word is part of a name or it is not, is a
random event with an estimable probability. When the recognizer is being run, it
computes the maximum probability path through the hidden state model for the
input name sequence, thus marking spans of input that correspond to names. The
search algorithm usually used to find such a path is called the Viterbi algorithm. This
algorithm is well explained in literature on speech recognition.

Symbolic Machine Learning Approaches

Statistical methods in general are hindered by the data sparsity problem. Sym-
bolic approaches exploit structural aspect of data, and use structural or symbolic
information.

Decision Trees

Decision tree based methods represent one of the most popular approaches within
the[A field for dealing with classification problems. They have been used for years in
several disciplines such as statistics, engineering, decision theory and signal processing.
The basic idea involved in a decision tree approach is to break up complex decision
into a union of several simpler decisions. Decision trees are easy to understand and
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modify, and the model developed can be expressed as a set of decision rules to predict
the target variable. A decision tree is a class discriminator that recursively partitions
the training set until each partition consists entirely or dominantly of examples from
one class. Each non-leaf node of the tree contains a split point that is a test on one
or more attributes and determines how the data is partitioned. Classification of a
new test point is achieved by moving from top to bottom along the branches of the
tree, starting from the root node, until a terminal node is reached. Decision trees
are simple yet effective classification schemes for small datasets. The computational
complexity scales unfavorably with the number of dimensions of the data, thus large
datasets tend to result in complicated trees, which in turn require a large memory
for storage.

Artificial Neural Networks

Neural networks, suggested first by Turing (Ince, [1992), are a computational model
inspired by the connectivity of neurons in animated nervous systems. Via the Universal
Approximation Theorem by Haykin (Kubat|, |1999)) it was proven that neural networks
can approximate any function mapping. In a neural network each circle denotes a
computational element referred to as a neuron, which computes a weighted sum of its
inputs, and possibly performs a nonlinear function on this sum. If certain classes of
nonlinear functions are used, the function computed by the network can approximate
any function, specifically a mapping from the training patterns to the training targets.

Support Vector Machines

Support Vector Machines were introduced by Vapnik in 1979, but have only
recently been gaining popularity in the community (Vapnik| [1995). They are
based on the principle of Structural Risk Minimization from Computational Learning
Theory. In their basic form, [SVMk construct a maximal margin hyperplane in a high
or infinite dimensional space that separates a set of positive examples from a set of
negative examples with the maximum margin. Often in this space the sets of data
points to be discriminated are not linearly separable. It was proposed to map the
original finite dimensional space into a much higher or infinite space to make the
separation easier. Transforming the space back into the lower dimension space, the
linear hyperplane becomes a nonlinear hyperplane, clearly separating the data points
into two classes. The separating planes are optimal, which means that a maximal
margin classifier with respect to the training data set can be obtained.

An important and unique feature of this approach is that the solution is based
only on those data points which are at the margin, called support vectors. This means
automatically select their model size by selecting the support vectors, thus
unlike Artificial Neural Networks, the computational complexity of [SVME does not
depend on the dimensionality of the input space. Here[SVME can provide a significant
improvement.
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2.2 Natural Language Processing

In the last decade we have witnessed an ever-growing trend of utilizing [NLP] technolo-
gies, which go beyond the simple keyword look-up, for automatic knowledge discovery
from textual data available on the Internet. In this section we will introduce the most
important technologies being used in [NLP] These techniques help us to extract the
information scattered across the news article as they reveal important properties of
sentences, phrases and words.

2.2.1 Tokenization and Stemming

Identifying the elementary parts of natural language such as words, punctation marks
and separators from a text is essential for text processing. In this process is
referred to as Tokenization. A token is an instance of a sequence of characters in
a particular document that are grouped as a useful semantic unit (Manning et al.,
2008]).

When two character sequences are not the same, like for instance searching for
USA and you want to match U.S.A as well, you need a process of canonicalizing
tokens so that matches occur despite superficial differences in the character sequence.
This process is called Token normalization and is also often referred to as term
normalization. The resulting output, grouping equal tokens, is called term. Some
common words in a document are of little value in helping to extract important terms
from a document, such as the prepositions: “to”, “by”, “of” and “at”. These words
are called stop words. Sorting the terms occurring in a document by frequency and
picking the most frequent terms is the general strategy for determining a stop word
list. The process of removing these common words is called stop word removal.

Concerning the internal structure of words, it is useful to reduce all words with
the same root or stem to a common form. This is usually done by stripping each
word of its derivational and inflectional suffixes and/or prefixes. More generally it
is attempted to “reverse” the inflection process by performing the inverse operation
related to the basic inflection rules. These affix removal conflation techniques are
often referred to as stemming algorithms. A very widely used de-facto standard
stemming algorithm for English is the Porter Stemmer written by Martin Porter.
He released an official implementation of the algorithm around the year 2000 and
extended his work over the following years by building Snowball, a framework for
writing stemming algorithms.

The described methods are reducing the size of indexed words significantly, thereby
facilitating resulting sequence of meaningful tokens, which is fundamental for further
text processing.

2.2.2 Sentence Splitting

Sentences are the smallest unit for expression of complete thoughts or events and
they are binding interrelated information, thus they are the most important elements
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of natural language for structured representation of the written content. For these
reasons it is crucial for many [[E| approaches to recognize the boundaries of sentences in
a document. The task would be trivial if the punctuation marks were not ambiguously
used. A period can end a sentence but it can also denote an abbreviation or acronym,
a decimal point or email address. About 47 percent of the periods in the Wall Street
Journal corpus denote abbreviations (Stamatatos et al., [1999).

Sentence Splitting is also referred to as Sentence Boundary Disambiguation (SBD)).
The correct representation of a text as a sequence of sentences is utilized for syntactic
parsing and further semantic processing.

2.2.3 Part-of-Speech Tagging

Parts of Speech tagging is the process whereby tokens are sequentially labeled
with syntactic labels from a list of tags (or tag-set), thus its task is to determine
the parts-of-speech for a given sentence. A simplified form of [POS| tagging is commonly
taught to school-age children, in the identification of words as nouns, verbs, adjectives,
adverbs and some more.

Parts of Speech are also known as [POS| word classes, morphological classes and
lezical tags. Their significance is the large amount of information they give about a
word and its neighbors. The knowing of [POS| can also contribute to speech synthesis
and speech recognition, since same words are spelled different depending on there POS]
For example the verb discount is pronounced disCOUNT and the noun DIScount. As
you can see in this example many words have multiple possible POS| In this cases the
meaning of the sentence determines the correct tagging. Considering multiple [POS|
for each word during parsing we may pass along the ambiguity. Here the approach is
to select a single [POS| tagging prior to parsing, using various statistical methods.

Parts of Speech can be divided into two broad categories: open class types and
closed class types. Closed classes have a fixed membership, for instance prepositions
are a closed class, because there is a fixed set of them in english. These closed class
words are often function words such as “it” “of” or “and”, occur frequently, tend to be
very short and having structuring uses in grammar. By contrast nouns and verbs are
open classes, because new nouns and verbs are continually coined. The major open
classes are nouns, verbs, adjectives and adverbs.

To give an impression about the complexity of the certain classes, we will explain
nouns and verbs in detail. The syntactic class in which the most people, places and
things occur is the class of nouns. But nouns also include concrete terms such as
“boat” and “chair”, abstractions such as “relationship” or “bandwidth”, and verb-like
terms like “pacing”. Nouns are traditionally grouped into common nouns and proper
nouns, where proper nouns are for example names of entities. In English, common
nouns are divided into mass nouns and count nouns. As the name tells, count nouns
can be counted (“one car”, “two cars”), thus they can occur in singular and plural,
whereas mass nouns cannot be counted (“salt”).

The class of verbs contains most of the words referring to actions and processes. In
the English language verbs have a number of morphological forms: non-third-person-
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sg (“eat”), third-person-sg (“eats”), progressive (“eating”), past participle (“eaten”),
which can be recognized. The following list contains all the open word classes and
their subclasses in English.

e noun (mass, count, proper, common)

e verb (non-third-person-sg, third-person-sg, progressive, past participle)
e interjection

e adjective

e adverb (directional, locative, degree, manner and temporal adverbs)

A list of important closed word classes in English with a few examples is shown
below.

e prepositions: on, under, over, near, by, at, from, to, with
e determiners: a, an, the

e pronouns: she, who, I, others

e conjunctions: and, but, or, as, if, when

e auxiliary verbs: can, may, should, are

e particles: up, down, on, off, in, out, at, by

e numerals: one, two, three, first, second, third

Some well known [POS| Tag-sets are, the Penn Treebank with 45 word classes
(Marcus et al., |1993)); the tag-set for the Brown corpus (Francis and Kucera, |1979)
with 87 tags and the UCREL-7 tag-set (Garside et al., [1997) with 146 tags. As
one can see, the size of recent tag-sets differs, because some tag-sets for instance
distinguish types of pronouns. In table an extract of the tag-set of brown corpus
which consists of 87 different tags is to be seen.

Here is a result of tagging a tokenized sentence:

The/DT results/NNS surpassed/VBD all/DT our/PRP$ expectations/NNS ./.

The process of Phrase Chunking goes a little further in showing sentence structure
by separating and segmenting sentences or text strings into their subconstituents,
such as noun phrases and verb phrases. Based on given [POS] tags it combines words
to a phrase, as shown in the following example:

[The results]/NP [surpassed]/VP [all our expectations]/NP

Many algorithms have been applied to the [POS tagging problem, from hand
written rules (rule-based tagging) over statistical methods such as HMM-tagging and
mazximum entropy tagging up to transformation based tagging and memory-based
tagging. The method used in our concept is described briefly in the concept chapter
Recent State-of-the-art [POS}taggers reach an accuracy of 97% on the Penn Treebank
Wall Street Journal Corpus.
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2.2.4 Syntactic Processing

The next step in processing is parsing, where a flat input sentence is converted into a
hierarchical structure that corresponds to the units of meaning in the sentence. The
parser tags tokens and groups phrases into a hierarchy consisting of Parse-objects.
Each possible tree for the given sentence has a probability which indicates the likeli-
hood that this is the correct way to interpret the sentence.

There is a large variety of parsing formalisms and algorithms. Most of them consist
of two main components, a grammar and a parser. The grammar is a declarative
representation describing the syntactic structure of sentences in the language in a
succinet way. Analyzing the input and putting out a structural representation (parse)
of it, consistent with the grammar specification is task of the parser algorithm. After
parsing our example sentence, we gain a structure like this, called a parse tree:

S

/\
/\/\

DT NNS VBD

The results surpassed DT PRP NN

all  our expectations

Noun Phrases (NP): “The result”, “all our expectations”
Verb Phrases (VP): “surpassed all our expectations”
Sentences (S): “The result surpassed all our expectations”

As aforementioned, [CFGE serve as the nucleus of many of the parsing mechanisms.
In most systems, they are complemented by some additional features that make the
formalism more suitable to handle natural language.

A[CFG G = (N, %, R, S) where:
e N is a set of non-terminal symbols
e Y is a set of terminal symbols

e R is a set of rules of the form X — YiYs---Y,,
forn>0,Xe N, Y, e (NUY)

e S € N is a distinguished start symbol

The problem with parsing is the ambiguity of the resulting tree, which lead to the
investigation of Probabilistic Context Free Grammars (Booth and Thompson,
1973)). In each derivation (parse) is augmented with a probability, which is
the product of the probabilities of the productions used in that derivation. In the
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following example each rule is preceded by a probability that reflects the relative
frequency with which the rule occurs.

e 04 VP - V NP
e 0.6 VP — V NP NP

Now the number of NPs expected while deriving VPs is 0.4 % 1 + 0.6 x 2 = 1.6.

However early results of using [PCFGE for parse disambiguation were somewhat
disappointing. Further development lead to lezicalized [PCFGls where head words
annotate phrasal nodes. This approach drew strength from a broader interest in
lexicalized grammars and was congruent with the great success of word n-gram models
in speech recognition. Recent State-of-the-art parsers, for instance the Charniak &
Johnson’s lexicalized N-Best Parser reach an accuracy of 91.4%.

2.2.5 Named Entity Recognition

One of the extracted types of tokens are named entities. In the research community
there is no clear definition of a named entity. In the 2002 CoNLL task the
following definition is given:

Named entities are phrases that contain the names of persons, organiza-
tions, locations, times, and quantities.

So Named Entity Recognition aims to locate and classify atomic elements in
free text into predefined categories such as organizations, names of persons, locations,
times and quantities. These categories are often concepts in a certain scenario where
the named entities are instances of them. There are at least two hierarchies of named
entity types that have been proposed in literature. The 2002 proposed BBN categories
are used for Question Answering and consist of 29 types and 64 subtypes. E| In 2004
an extended hierarchy by Sekine and Nobata was proposed which consists of 200
fine grained subcategories. E| Some recent work does not limit the possible types of
entities to extract and is referred to as open domain.

Whereas some approaches use a simple lookup in predefined lists of for instance
geographic locations and company names, others utilize statistical models that require
a large amount of manually annotated training data. State-of-the-art [NER] systems
for English reach near-human performance as the best system at MUC-7 scored
93.39% of f-measure while human annotators scored 97.67%.

Like in other [NLP)| tasks we have the problem of ambiguity. For example the
person entity “Defence Secretary Robert Gates” has an alias named “Mr. Gates” which
refers to the same entity. The process of solving this problem is called Co-reference

1http://www.1dc.upenn.edu/Catalo¢<;/docs/LDC2005T33/BBN—Types—Subtypes.h’cml7 accessed on
04/03/2011
Zhttp://nlp.cs.nyu.edu/ene/, accessed on 04,/03/2011
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Resolution , which groups different expressions of one entity having the same
referent. Besides this problem which has to be solved by an [NER] system, we have
the problem of specifying generic entities. Where Robert Gates refers to exactly one
real world occurrence, a product such as Apple’s iPhone refers to multiple real world
occurrences sharing the same attributes.

We now have discussed the basic techniques of supporting us to extract the
needed pieces of information from a news article.

2.3 Event Extraction

The sheer scale of online text availability has created the pressing need for automated
discovering and extraction of relevant information without having to read it all.
Information Extraction has a history going back at least three decades. Since retrieving
and extraction of information from the Internet is one of the main challenges that
came with the idea of the semantic web, various approaches have been developed to
aggregate and federate unstructured (plain text) and semi-structured (e.g. tables,
lists) content. Many research works, such as Snowball (Agichtein et al., 2001)),
Knowitall (Etzioni et all 2004), Textrunner (Banko et al., [2007)), Leila (Suchanek
et al., 2006), and StatSnowball (Zhu et al., 2009) focus on triple pattern (e.g. subject-
verb-object) extraction for knowledge base construction. These works confirm the
application of technologies such as pattern-matching, light natural language parsing
and feature-based for large scale practical systems.

Research in the field of [EE] has been an active area for the past ten years.
Many event extraction systems have been reported, for example systems capable of
extracting disease outbreaks (Grishman et al.| 2002)) and conflict events (King and
Lowel, |2003; |Atkinson et al., 2008; [Tanev et al., 2008). In 1998 the National Institute
of Standards and Technology (NIST) sponsored the Topic Detection and Tracking
(TDT) project, which invest and investigated the development of technologies that
could detect events in news streams, and track the progression of these events over
time (Yang et all [1998; |James et al., [1998; Yang et al., 1999b)). Although the
project ended in 2004, event detection and extraction research was pushed forward
by the Automated Content Extraction @D program and by the DARPA-initiated
Message Understanding Conference (]@, and in domains outside of news such as
Biomedical Text Processing (Murff et al., 2003; |Ohta et al., 2006]).

Traditionally, information extraction is associated with template based extraction
of event information from natural language text, which was a popular task of the
in the late eighties and nineties (Sundheim, 1992). These information extraction
tasks started from a predefined set of templates, each containing a specific subject
domain and used relatively straightforward pattern matching techniques to fill out
these templates with certain instances of these events. Grammar or rules (e.g regular
expression patterns) were mapped on the text in order to identify the information.

In 2004 the eVent Detection and Recognition Task was introduced by
the [ACE] initiative. In this task different event types were considered: Movement,
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Conflict, Business, Personal etc. The task was to detect and select the specific events
and to merge them in to a given representation. We describe the Pattern-based
Approach in Chapter 2:3.1] Driven by the [ACE|[VDR] task, Heng Ji proposed a serial
of schemes on event-coreference resolution (Chen and Ji, 2009), cross-document (Ji
and Grishman, |2008a; |Ji et al., 2009)), and cross-lingual (Ji, [2009), event extraction
and tracking. These schemes obtained encouraging results. In|Ahn (2006)), David
Ahn decomposed the task into a series of machine learning sub-tasks (detection
of event anchors, assignment of an array of attributes, identification of arguments
and assignment of roles, and determination of event coreference). Results show that
anchor and arguments identification has the greatest impact on [ACE] value.

Since most IE techniques focus on the document instead of the event itself they
fail to provide semantic information for event understanding. In order to get more
semantic information for the event, some event-oriented techniques have been proposed
which we describe in chapter [2.3.2

Naughton et al. (2008) investigated sentence-level statistical techniques for event
classification. The result reveals that SVMk consistently outperform the Language
Model (LM) technique. An important discovery is that a manual trigger-based
classification approach (using WordNet to manually create a list of terms that are
synonyms or hyponyms of each event type) is very robust and outperforms the
on three of six event types.

Although many works on [IE] have been published, research has not much payed
attention to evaluate the contribution of syntactic and semantic analysis using [NLP]
techniques. Semantic Role Labeling as another example of multi-way semantic
relation extraction aims to derive semantic information from text supported by a
lexical resource such as FrameNet (Baker et al)|1998) and PropBank (Kingsbury and
Palmer, 2004)). The approach of sentence-based Event Extraction is described briefly
in chapter [2.3.3

2.3.1 Pattern-based Approach

The work most commonly referred to as event detection is that originating from
the Topic Detection and Tracking (TDT) research effort sponsored by DARPA. An
important contribution of that research program is the recognition of the distinction
between an event and a topic. As Yang (Yang et al., [1999a) note, “The USAir-427
crash is an event but not a topic, and airplane accidents is a topic but not an event”.

Within Message Understanding Conferences [MUC]| there is a Scenario Template
(ST) task which main goal is to “extract prespecified event information and relate
the event information to particular organization, person, or artifact entities involved
in the event.” (Marsh and Perzanowski, 1998)). Systems participating in this task
use information extracted and inferred from a text to fill in appropriate fields in
predefined templates corresponding to the domain of the text. Since the domain is
given, the semantics for the domain of interest is known and systems can achieve high
performance (up to 50%-60% recall and precision in MUC}3 to [MUC]7 ST tasks) on
a text understanding task. [MUC] systems suffer from two drawbacks. First, the fixed
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templates preclude detecting events of types not anticipated during system design, or
multiple events of different types. Second, they are dependent on the domain, which
requires a lot of time to create accurate templates defining possible events for that
particular domain.

The [ACE] program defines a wider spectrum of event types and introduced more
complex template structures. One challenge presented by the [ACE] program is the
[ACE|[VDR] Task which aims to recognize events mentioned in text and merge them
into a given representation for each detected event. All mentions of a given event are
aggregated into one representation object. An[ACE]event is an event involving zero
or more [ACE] entities, values and time expressions. The required output for one event
includes information about the attributes of the event, the event arguments, and
the event mentions. Event attributes are the event type, subtype, modality, polarity,
genericity and tense. The event types and subtypes for the 2005 [VDR] task are listed
in [A72] Each event type consists of arguments which are identified by a unique 1D
and a role. Unlike [ACE] relations, events allow multiple arguments in the same role.

The event patterns can be found in the Event guidelines and are described
with their roles, explanations and examplesﬂ For instance the ACE INJURE Events
have three participant slots (AGENT-ARG, VICTIM-ARG and INSTRUMENT-ARG) and two
attribute slots (TIME-ARG and PLACE-ARG). Each Slot is filled with one or more certain
ACE] entity types. In the example pattern the AGENT-ARG can be a person (PER),
organization (ORG) or geopolitical entity (GPE), whereas the VICTIM only can be a
person and so on.

At the [ACE] 2007 there was only one participant on the [VDR] task, that was BBN
Technologies, who had an overall score of 13.4 with a possible maximum of 100, where
at the 2005 four teams participated with a maximum score of 14.4. E|

2.3.2 Event-oriented Approach

Many of the occurring events will be reported multiple times, in different forms, both
within the same document and within topically related documents. Event-oriented
systems take advantage of these alternate descriptions to improve consistency of the
extraction.

Most event-based summarization approaches rely on statistical features derived
from multiple documents. Based on these features various clustering approaches have
been investigated in document summarization, which differs in the kind of features
they use.

Ji and Grishman/ (2008b]) demonstrate that appreciable improvements are possible
over the variety of event types in the [ACE] evaluation through the use of cross-
sentence and cross-document evidence. In their paper the central idea of inference
is to obtain document-wide and cluster-wide statistics about the frequency with
which triggers and arguments are associated with particular types of events, and then
use this information to correct event and argument identification and classification.

3http://projects.ldc.upenn.edu/ace/data/, accessed on 04/03/2011
“http://www.itl.nist.gov/iad/mig/tests/ace/}, accessed on 04,/03/2011
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Based on the resulting inference rules they remove triggers and arguments with low
(local or cluster-wide) confidence and adjust trigger and argument identification and
classification to achieve consistency. They share the view of using inference to improve
event extraction with recent research of Yangarber (Yangarber, 2006; |[Yangarber and
Jokipii, 2005). Recently Grisham and Liao improved trigger event classification
and argument role classification in ACE event extraction through document-level
cross-event inference (Liao and Grishman| 2010]).

To gain more semantic information about the event, techniques such as Event-
Based summarization have been proposed (Liu et al.l 2007 |[Filatova and Hatzivas{
siloglou,, 2004; |Li et al., 2006), which extract and organize summary sentences in
terms of the events that the sentences describe.

Naughton et al.| (2008)) focus on merging descriptions of news events from multiple
sources. The first step in their approach is to identify the spans of text in an article
corresponding to the various events that it mentions. Then, they identify event
descriptions from different articles that refer to the same event. As a baseline for
this clustering process they use the Agglomerative Hierarchical Clustering (AHC)
algorithm (Manning and Schiitzel |1999), which they extend by the feature of sentence
position in text. The procedure ends up in a conversion of the event description into
a structured form so that they can be merged in a coherent summary.

Filatova and Hatzivassiloglou (2004) apply clustering method to organize similar
paragraphs into tight clusters based on primitive or composite features. They ignore
sentences that do not contain at least two named entities or frequent nouns. To form
the summary one paragraph per cluster is selected. (Zhal 2002)) used spectral graph
clustering algorithm to partion sentences into topical groups. Within each cluster,
the saliency scores of terms and sentences are calculated using mutual reinforcement
principal, which assigns high salience scores to the sentences that contain many terms
with high salience scores. To generate the summary, the sentences and key phrases
are selected by their saliency scores.

Since the granularity of clustering units mentioned above is rather coarse, [Liu
et al.| (2007) defined a event term as clustering unit and implemented a clustering
algorithm based on semantic relations. They approximately define the verbs and
action nouns as the event terms which characterize the event occurrence. Then they
extract these event terms from the documents and construct the event term graph
by linking terms with the semantic relations derived from an external resource as
one can see in Finally they group the similar and related event terms into the
cluster of the topic 2.1

Many different variations of this extractive approach (Jones, |2007) have been
tried in the last decade. However, it is hard to say how much greater interpretive
sophistication, at sentence or text level, contributes to performance. Without the
use of the generated summary may suffer from lack of cohesion and semantics.
If texts containing multiple topics, the generated summary might not be balanced.
Deciding proper weights of individual features is very important as quality of final
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investigate

(a) Terms connected by semantic rela- (b) Generated Term clusters
tions

Figure 2.1: Term Clustering Process in (]Liu et al.L |2007D

summary is depending on it. Exemplar systems are NIS (News in Essence) El which is
based on MEAD (Radev et al., 2004), the Columbia Newsblaster (McKeown et al.,
2003) and GISTexter (Finley and Harabagiul [2002)).

2.3.3 Sentence-based Approach

Recently, Semantic Role Labeling aiming to derive detailed semantic informa-
tion from a sentence is utilized in Question Answering Systems to extract the FWIH]
from a sentence (Yaman et al. 2009).

Different from full semantic parsing, [SRI]only labels semantic roles of constituents
that have a direct relationship with the predicates (verbs) in a sentence. Typical
semantic roles include agent, patient, source, goal, and so on, which are core to a
predicate, as well as location, time, manner, cause, and so on, which are peripheral.
Such semantic information can be important in answering of a news event.
Surdeanu et al| (2003) designed a domain-independent [[E| paradigm, which filled
event template slots with predicate and their arguments identified automatically by a
[SRT] parser as one can see in Figure 2.2

<MARKET_CHANGE_PRI199804281700.1717-1>:=

INSTRUMENT: London [gold] ==, _
AMOUNT_CHANGE: fell[$4.70] cents ~, .
CURRENT_VALUE:  $308.45 =~ oot
LOCATION: London s v, NN
DATE: L= "= ~daily RRETR, N

v

Time for our daily market report from NASDAQ.  + &
LY

| London gold fell $4.70 cents to $308.35 S

S = A

Figure 2.2: Templette filled with information about a market change event

http://newsinessence.com/, accessed on 04/03/2011
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In 2006 a workshop on event extraction and synthesis in conjunction with AAAI-06
took place. One focus of the workshop was the role of semantics in event extraction.
As part of the workshop, combination of statistical event extraction using Machine
Learning over PropBank semantic role labels and finally mapping entity relations to
domain ontology was reported as a promising approach (McCracken, [2006)).

Fillmore et al.| (2006) show that the kind of information produced by the lexicon-
building project FrameNet can have a special role in contribution to text understanding.
The FrameNet project is devoted to discovering and describing the semantics and
syntactic combinatorial properties of lexical units in English, and how these properties
can be used for identifying and populating the eventualities that are linguistically
coded in a document. The most straightforward way eventualities can be filled in
is through the recognition of frame-bearing words that designate eventualities of
particular types and identification of such words that denote participants (“slot fillers”)
in these eventualities. However, semantic parsing is still computationally intractable
for larger corpus.

2.3.4 The 5W1H Task

As one can see, there are various approaches aiming on event extraction having their
origin in different fields of research, from statistical techniques over document clusters
to sentence-level semantic analysis. All these event extraction approaches have in
common that they want to extract a detailed description of an event. Since their
is no consistent form of an event description, [ACE| used event patterns referring to
certain event types as templates to be filled by the system. The advantage of using
those patterns, is that the system is easy to evaluate on the other hand we have the
problem that not each event fits in one of these patterns. Thus we have to find a
more domain independent representation of an event. A key maxim in journalism
is to use the six interrogatives - who?, when?, where?, what?, why?, and how? to
develop a comprehensive reportage of the event. These event facets, referred to as
for short, originally state that a news story should be considered as complete
if it answers a checklist of these six questions. The factual answers to these questions
are elaborate enough for people to understand the story as a whole.

Recently the fWTH]|concept is utilized in sentence-level understanding tasks, where
it seeks to summarize the information in a natural language sentence by distilling it
into the answers to the 5W questions (Parton et al., 2009). In these tasks the 5W
refer to semantic roles within a sentence. More news event related applications of the
5W1H| concept can be found in Xie et al.| (2008), where they review new technologies
and systems identifying and analyzing events and activities in multimedia streams.
We adopt the six facets to describe events in our event extraction system, because
they are key semantic attributes that are sufficient and necessary to summarize an
event, as prescribed by journalism principles.



2.4. Related Work 25

2.4 Related Work

In the related work part we explain two systems which differ in their approaches but
have the common goal to extract from a news article.

2.4.1 NEXUS

News cluster Event eXtraction Using language Structures is and event
extraction system utilized for populating violent incident knowledge bases. It auto-
matically extracts security-related facts from online news articles. Before the NEXUS
event extraction process can proceed, news articles are gathered by media monitoring
software (EMM system), which delivers news clusters for each topic. Further,
selects security related events via application of key-word based heuristics. In the next
step the documents in each cluster are linguistically preprocessed which encompasses
the following steps: Sentence Boundary Disambiguation, Named Entity Recognition,
simple chunking, labeling of action words (e.g. kill, shoot) and unnamed person
groups (e.g. six civilians).

In the subsequent step, the pattern engine applies a set of hand-coded extraction
rules on each document within a cluster and core templates are learned from annotated
data. Based on the resulting templates they apply a bootstrapping [MIL] approach on
the whole cluster, which guarantees better precision of the learning patterns. They
extract anchor entities from the news corpus and learn additional patterns from the
context of these anchor entities. The following example will explain this in detail.

A learned core template killed X is matching a text like “U.S. troops killed Al
Zarkawi”. Al Zarkawi is taken as an anchor entity and consider the contexts in which
this name appears is the same news cluster where the above mentioned text appears.
For example: “the body of Al Zarkawi was identified”, “the body of Al Zarkawi was
found” etc. All these contexts from different anchors are passed to a pattern learning
algorithm to extract candidate patterns (e.g. the body of X). The criterion for the
pattern selection is based on the so called Local Maximum of the Context Entropy,
which they define as follows:

We have Local Maximum of the Context Entropy in the pattern P when
all the patterns which immediately precede it have the same or lower
context entropy and all the patterns which p precedes immediately have
lower context entropy.

Finally, they select only the patterns in which they have a local maximum of the
context entropy. The set of pattern is expanded by synonyms and hyponyms from
WordNet and by syntactic variants. Due to known data sparsity problem they manu-
ally add hard-to-learn patterns to the library. In total they learned 3415 templates
for affected_dead, affected_wounded, affected_kidnapped and perpetrators. In
order to fill slots which are certain semantic categories like for instance weapons,
they perform a acquisition of a lexicon using the hypernym chain from WordNet. To
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fill the event frame describing the main event they perform an event aggregation
containing the following steps:

e victims: resolving role ambiguities of recognized entities

e number of killed, wounded and kidnapped: average-like estimation
e place: geocoding via EMM system

e perpetrators: named entity recognition

e weapons: lexicon

e event type: classification over lexicon of event keywords

e date: date of the news cluster

Regarding the identification of places they locate the country with accuracy of
95% but detect city, town and village with only 28%. The date could be recognized
with a precision of 76%. For the slot actors the recall was measured with 63%
(Piskorski et al., 2007).

2.4.2 Chinese News Fact Extractor (CNFE|

Another novel news event semantic extracting approach addressing the based
on one document was implemented in the [CNFE] Since applying [SRT] for Event
Extraction is computational intractable over large scale news corpora, they propose
a “light” but effective method to extract the 5W1H. Their extraction pipeline in-
cludes three steps: topic sentences extraction, event classification and 5W elements
extraction.

First, they identify informative sentences which contain the main event’s key
semantic information in the news article. Second, they combine a rule-based method
(verb-driven) and a supervised machine-learning method (SVM) to extract events
from these topic sentences. Finally, they recognize 5Ws with the help of specific
event templates as well as event trigger’s valency and syntactic-semantic rules. They
treat the topic sentences, actually as short summarization of the news as “How” of
the event and replace “Why” with “Whom” currently. Thus, they obtain a tuple
of bW <Time, Location, Subject, Predicate, Object> as “How”. shows the
framework of the[CNFE] As one can see the event type identification module accepts
three inputs: topic sentences with word segmentation and [POS| tags, a trigger-event-
type/subtype table and a set of syntactic-semantic rules of triggers. The list of event
types/subtypes and associated triggers are extracted from 05 training dataset.

Extraction of the is based on the extracted topic sentences. The type
identification module searches the topic sentences by examining trigger list and marks
each appearance of a trigger as a candidate event. From the output of event type
identification and [SVM] Rectifier they get headline, topic sentences and a list of 5W
candidates of an event, i.e. predicate, event type, named entities, time and location
words. Next is to identify semantic elements as follows:
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Figure 2.3: The framework of the Chinese News Fact Extractor

e Who, Whom: To identify these arguments, regular expressions are used to
match trigger’s syntactic-semantic rules. For example, they use an expression
“(.%)/n(.*) /trigger(.*7) /n(.*) /n.*” to match “NP1+V+NP2+NP3”. They iden-
tify arguments from Named Entities and NPs of the trigger according to the
sentence’s syntactic structures. Then they determine there roles (e.g. agent,
patient) and associate them with a specific template.

e What: They use the first identified Verb of their verb-driven method which is

rectified by a[SVM]

e Where, When: Outputs of the NER] are used to identify time and location.
If there are no Time/Location Named Entities, generated chunks with tags of
/nt and /ns are adopted.

e How: They combine the results to a sentence “Who did What to Whom”.

They replace the Why with Whom, which enables them to rely on their topic
sentences, because the answer to the question Why is scattered over the document
and cannot be answered by the topic sentence. So they suppressed an important part
of the original concept, which is relevant regarding further semantic processing
and setting different news into relation. On the other hand removing the why, enables
them to keep their research consistent with [ACE| event extraction in order to compare
with other works.

They evaluate[CNFE|on a real world corpus containing more than 30000 newspaper
documents to extract events, based on (Surdeanu et al. 2003) predicate-argument
evaluation.

Their system is error prone due complexity of chinese language (compound
sentences, special syntactic structures). Wrong segmentation and tags, for
example, a trigger is segmented into two words and a verb trigger is wrongly tagged as
a noun, have a strong impact on the result. The main problems of their method which
causes wrong assignment of arguments, lie in absence of Co-reference Resolution and
wrongly identified NPs (Wang et al., 2010)).
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3 Event 5W1H Elements Extraction

In this chapter we describe the concept of our system derived from the research
questions and theses from chapter [[.3] We discuss problems occurred in conceptional
stage and present our solution statements.

3.1 System Architecture

This section introduces the coarse architecture of our event extraction system. To
begin we give an overview of the components, their placement within the system and
their tasks. A more precise description of how each question of the is being
answered is explained in the subsequent sections.

Our system basically relies on tools from natural language processing described in
chapter 2.2] The input of our system is a document with headline and text from any
possible source. We implemented a gradual detection of the with a resulting
processing chain that consists of various interacting processing steps. Starting with
detection of named entities, performing co-reference resolution and finally running
two classifiers, to extract the WHO and WHERE, we proceed with more fine grained
natural language processing on sentence level to extract the WHAT, where we use the
results of the extracted WHO.

In general, we pick up the principle of deferred commitment from Yangarber
Yangarber| (2006]), which says that each non-immediate reference should be linked to
a distribution of answers in form of a ranked list of value-confidence pairs. As a result
we are able to refer to these lists and can change values according to downstream
processing steps. This is very useful, since subject and verb are closely coupled in a
sentence and thus the who and what in our system.

Independent of the WHO, WHERE and WHAT extraction, there are three further chains,
one for each left part of the WHEN, WHY and HOW. The extraction mechanisms
for them bears on sentence detection and pattern matching.

Looking at the system as a whole, we are aiming to extract every part of the
but not necessarily every slot can be filled, since for instance the answer to
how something happened might not be given in the text. In the following sections we
describe the extraction mechanisms briefly.

3.2 Who

We investigated several news articles and pointed out that the answer to the question
“Who?” is the carrier of the statement. Thinking about “Who did what”, suggests to
answer the question with a certain person, a concrete named entity. But not only

29
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people can be identified as Who, but also groups of people (e.g. victims, protestors),
organizations, countries. Sometimes a WHO is not obvious, like in natural catastrophes
such as volcano eruption or flood, but it is the subject of the article. So basically the
WHO acts as the subject of the news article.

The assumption we made about the subject of an article is that it occurs frequently
in the whole article and most likely is a named entity, so we decided to apply Named
Entity Recognition on the whole article including the headline. The resulting lists
of entities we extend with noun phrases from the headline, because we found out
that the noun in headline in 80% of the 100 cases we investigated is our subject, but
not always is a named entity. This also matches with the linguistic and structural
features of a news story, that is, trying to attract readers’ eyeballs with a headline
(Dorr et al., |2003).

In the following example we describe the process of extracting and grouping of
similar entities. [3.1] shows an excerpt of an article with annotated entities.

[Clinton| and [Gates| visit [Korean| Demilitarized Zone. The [US] Sec-
retary of State, [Hillary Clinton|, and Defence Secretary [Robert Gates|
have visited the Demilitarized Zone separating North and [South Korea].
[Mr Gates| said they wanted to show solidarity with their allies in [Seoul].

Figure 3.1: Excerpt from a text with annotated entities

After extracting a list of chunks, annotating entities and noun phrases, we group
similar chunks via Co-reference Resolution. The resulting structure now holds a set
of distinct entities and noun phrases linked to their occurrences within the text.

Clinton, Hillary Clinton
Gates, Robert Gates, Mr Gates

Korean, South Korea

Seoul
e US
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For each group of entities we calculate the features one can see in Figure [3.2] to
apply a Machine Learning (ML) algorithm.

The number of occurrences in text represents how often a certain entity is men-
tioned in the text. We assume that the number of occurrences of an entity is
strongly connected to its importance.

The number of occurrences in the headline in the most cases is 1 or 0, which
means the entity is mentioned in the headline or not. Since the headline acts
as an eye catcher as described in section [3.2] it most likely contains relevant
information such as the WHO or WHAT which helps to classify the entity correctly.

Distribution means the position of the entities within the text. We calculate it as
the average position of the entity relative to the length of the text. Since the
headline and sentences are at the beginning of the text, we assume that the
most important entities are at the beginning of the text as well.

Type of the entity depends on the used Named Entity Recognizer. Since we i
focusing on locations for our WHERE and on people, organizations and locations
for the WHO we do not need a more fine grained distinction between the entity
types. We assume that the type of the entity as feature has an high impact on
the classification.

Figure 3.2: Features for the Who Classifier

We investigated four different classification algorithms: Bayes Network, Decision
Tree (J48), Bootstrapping [Efron and Tibshirani (1993]) Bagging Breiman| (1996) and
Nalve Bayes. On our training set of 1000 WHO Candidates the Bagging Classifier
performs best. In table [A-4] one can see the results compared and in Chapter [5.1] the
evaluation of the both classifiers is described in detail.

When the features are calculated we use our trained Bagging Classifier to classify
each annotated entity with its references. The resulting list of possible WHO candidates
is stored for further processing. At this point the highest ranked WHO candidate is our
most likely WHO, but might be changed during extracting the what as we describe in
the following section.

3.3 What

Referring the origin of the which is the Sentence “Who did What When Why
and How?” and taking into consideration that our WHAT describes a change of state,
we decide to focus on a verb as WHAT. In a predication which describes an event or an
action caused by a verb, arguments (participants of the event) play different roles.
The following example illustrates how important it is to find a WHAT, matching the
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WHO.

Argentina’s former president Nestor Kirchner has been buried.
and
Argentina buries former President Nestor Kirchner.

Figure 3.3: Example of the passive-active problem

These two headlines are reporting the same fact. The only difference is, that in
the first sentence a passive voice is used whereas in the second sentence the author
used active voice. It is obvious that in the first example "has been buried” is our verb
phrase representing the WHAT. In case our System detects “Argentina” as the WHO, we
end up with “Argentina has been buried” which is not our desired result. So the only
rule we can stick to, is that word groups stand together when they belong together.

To accomplish this issue, our system performs as follows. If one of our WHO
candidates occurs in the title, we look for the subsequent verb phrase of it. Now we
set the WHO and WHAT as fixed for the event. If there is no WHO in the headline, we
search within the text for the first occurrence of our highest ranked WHO and also take
the subsequent verb phrase as WHAT. In Figure a graphical overview is given, how
the WHO, WHERE and WHAT are being extracted.

News Article WHAT

Named Entity
Recognition

annotate
Title Noun
Phrases

Co-Reference
Resolution

calculate
Entity
Features

find
subsequent
Verb Phrase

find highest - n
ranked WHO Ll 2l
. Title

in Text

[false] [true]

e Entity with @
Features
WHERE . ( classify classify I
Candidates WHERESs > ( WHOSs P WHO Candidates

Figure 3.4: Who, Where and What processing chain
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Since the highest ranked WHO most likely has multiple occurrences within the text,
that are often slightly different, we use the shortest string that they have in common
and search for its first occurrence. On the other hand, the shortest common string
does not contain all information, thus our final output for the WHO is the longest string
of the occurrences.

From this point on we do have a fixed WHO and WHAT.

3.4 Where

Answering the question where something happens, strongly depends on the kind of
event. If it is a concrete event taking place in a certain place like when Hillary Clinton
visits North Korea, the information is mentioned in the text several times or even
is mentioned in the headline. But there are also abstract events, for instance when
“the internet search giant Google has detailed plans to limit the number of online
newspaper articles its users can read for free”. Thus the where slot not always can be
filled.

To extract the WHERE we make use of Named Entity Recognition because the place
where something happens is most likely a named entity of type location which can
be recognized through the [NER] Furthermore we use the already annotated data
from the detection of the WHO and thus save processing time. The difference to the
WHO extraction process is, that from our annotated groups of entities we remove all
entities that are no locations since only entities of type location are considered to be
relevant. As a result we can eliminate the feature entity type from our WHO classifier.
Finally the WHERE classifier only has to classify different locations within one article.
The extracted entity with the highest confidence fills our WHERE slot.

3.5 When

Events are always associated with time periods or at least dates. News articles
contain many temporal references for both placing the occurrences and relating them
with other events. Using this temporal information can be helpful in retrieving
related documents. Since we are focusing on a light weight extraction mechanism
and extraction of time periods is a non-trivial task, we only extract dates that are
clearly stated within the document. If there is no concrete date given within the text,
we deal with the publication date of the documents, which can be used for further
aggregation of related articles.

Our approach to find date expressions within the text is a simple pattern matching
against time and date patterns. If no date is given and the article has an online
source, we extract the publication date of the online document via a date recognition
mechanism that is already part of Palladian (Gregor, [2010).

We again pick up the idea of deferred commitment and used a named entity
recognizer capable of extracting time and date entities. All the extracted dates are
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linked with a manually given confidence depending on the extraction method and
finally saved within the event object for further processing.

3.6 Why

When it comes to the question WHY, the relational character of events becomes visible.
Each event has its own internal structure, and meanwhile often relates to other events
semantically, temporally, spatially, causally, or conditionally. In Section [2.3.2] we
discuss event related summarization through clustering methods, where distinction
between related and atomic events is essential, since only independent news articles
should be grouped (Li et al., |2006).

In related events or sub-events the information, indicating a causal relation are
expressed in the text in various ways. Two common ways are using causal links and
causative verbs. Causal links are words used to link clauses or phrases, indicating a
causal relation between them.

Altenberg) (1984)) provided a comprehensive typology of causal links. He classified
them into four main types: the adverbial link (e.g. hence, therefore), the prepositional
link (e.g. because of, on account of), subordination (e.g. because, as, since, for, so)
and the clause-integrated line (e.g. that’s why, the result was).

As one can see, the complexity of expression of causal relations is as high as the
complexity of natural language. Furthermore it needs semantic interpretation to
decide whether a causal linking refers to an event or only to the sentence within it
occurs. Accurate extraction of causal relation only works on the layer of semantic
interpretation or over statistical evaluation. Further reading how to acquire causal
knowledge from texts can be found in (Inui et al., |2005).

We investigated our 100 news articles to find out how the words of Altenberg are
indicating a causal link to another event and at the same time are the reason of the
event, which answers our question WHY. The outcome is a list of indicators and the
number each indicator is located within the sentence describing the reason of the
event. For each regular expression we had a counter that counts how often a regular
expression points the sentence with the reason for the event in it. If a word occurs
within a different sentence, thus not indicating the reason, we decrease the counter.
The resulting list contained the relation between positive and negative occurrences
for each regular expression. From this list we derived confidences for each indicator
which we implemented as a set of regular expressions with belonging confidences that
are applied on the [POSHtagged text. The sentence with the highest confidence is
considered to describe the reason of our event.

One of the important observations is, that the word “since” in fact indicates
relations to other events or describes relevant time periods, which can be conductive
to further semantic processing, but the word in the most cases does not point to the
sentences indicating the reason of the event.

The clearest indication of a reason for an event is given by the pattern where we
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look for a “to verb” following the what. It is rare, but when it can be found in the
text, it points to the right sentence.

Table shows the regular expressions and their confidences.

News Article

Detecting
sentences
from Text

Matching
sentences
against WHY
RegExp with
confidence

Calculating
similiarity of
title and each
sentence plus

position

WHY Candidates HOW Candidates
WHY HOW

Figure 3.5: Why and Who processing chain

Finally the extraction of the WHY is the most complicated, since there are many
different ways to express a causal relation which to discover mostly requires semantic
interpretation. The other non-trivial task is to ensure the association of the text
excerpt with the topic the news article describes, which means to point out the reason
of the issue the article deals with. Despite these problems, our extraction of causal
links or sentences is a key feature of our extraction system, because it opens the door
to find temporally or causally related events.

3.7 How

How something happens is answered through a detailed description of the event itself.
It depends on the needed depth of information how the answer to this question is
limited. In our approach we focus on the sentence giving additional information to
the title, which might be a teaser or sentence close to the title. This leads us to the
assumption that the sentence that is highly similar with the extracted WHAT and WHO
most likely describes our event in detail and answers the question HOW. To find this
sentence, we calculate the the similarity of each sentence with a concatenated string



36 3. Event 5WI1H Elements Extraction

of WHO and WHAT. This similarity is calculated as follows:

longestCommonStringLength

similarity = (3.1)

min(stringl.length(), string2.length())

Since there are multiple sentences being similar to the title, we have multiple
candidates that might answer our question, but we discovered that the position of
the sentence within the text has an influence on the confidence of our answer. The
sentences are positioned on begin of the article are more likely answering HOW than
sentences on bottom of the text. In Section they call these sentences “topic
sentences”. Thus we increased our calculated similarity with the position index of
the sentence, which leads to a ordered list of sentences with confidences. We rank
the sentences by their calculated confidence and pick the first sentence as our HOW.
The extraction process is visualized in Figure (3.5



4 Implementation

This chapter describes the implementation of our system NewsX. It explains the
implementation of the concept from the previous chapter and characterizes the
components being used.

4.1 Palladian

The implementation of NewsX is part of the TUDIIR Palladian (Urbansky et al.
2010), which has its origin in the WebKnox project. The project was initiated in
2008 and was developed further by several student theses at Technical University of
Dresden. Palladian offers functionality from the field of information retrieval such as
classification, extraction of various content and crawling mechanisms. Our system
NewsX extends Palladian with set of components and provides new functionality
from the field of Natural Language Processing.
Palladian is implemented in Java 1.6, which is one of the most distributed programming
languages and offers a collection of build-in components and libraries. Besides the
build-in components there are various external libraries for nearly every purpose.
Furthermore it is supported by many integrated development environments and is
platform independent. Java is suited for applications in the web and can run on
application servers such as Apache’s Tomcatﬂ

Palladian uses Apache’s Maven build manager that aims to make the build process
easy by providing a uniform build system. Maven is able to manage the dependencies
between projects and packages. Libraries are provided through private and external
repositories and can be loaded on demand.

4.2 Used Libraries

As aforementioned there are various libraries freely available implemented in Java.
NewsX uses different external java-frameworks and libraries especially from the field
of natural language processing that we characterize in this section.

Open NLP hosts a variety of java-based [NLP|tools which perform sentence detection,
tokenization, [POS}tagging, chunking and parsing, named entity detection and
Co-reference Resolution using the OpenNLP Maxent Machine Learning package.

LingPipe is a free, efficient, scalable, reusable and robust tool kit for processing text
using computational linguistics E] There is plenty of documentation available

"http://tomcat.apache.org, accessed on 04/03/2011
thtp://alias-i.com/lingpipe/, accessed on 04/03/2011
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on the website of alias-i. Also there can be found several tutorials for every
subtask. The libraries are used in quite a number of commercial, academic, and
government institutions.

WEKA is a open source software collection of Machine Learning algorithms for
data mining tasks from the University of Waikatcﬂ. It contains tools for
data pre-processing, classification, regression, clustering, association rules and
visualization. It is also well-suited for developing new Machine Learning schemes.

4.3 NewsX

NewsX uses and extends the functionality of Palladian in different ways. Besides
the capsuled event extraction process NewsX adds [NLP| functionality, such as a
[POS} Tagger, SentenceDetector and Parser that are concrete implementations of
techniques from different libraries as described in So the integrated [NLP]
tools can easily be reused by other components of Palladian. Basically our system
consists of three parts, where the first part is the EventProcessor, which inherits
the functionality of the NaturallLanguageProcessor that holds tools like [POS} Tagger,
Named Entity Recognizer and Sentence Detector. Furthermore, it performs the
Co-reference Resolution and calculates the features of annotated entities by the
help of the EventFeatureExtractor. The second part is the Event Extractor itself,
which implements the logic by controlling the flow of data and finally constructing
a complete event object consisting of the text, headline, annotated entities and the
answers to the The sequence diagram of the described process is to be seen
in Figure

The following sections give detailed information about how the extraction process
works, shows problems and explains our solutions.

4.4 Text Preprocessing

To extract the answers from our news article we have to apply various techniques
from the field of [NLPl We derive structural and contextual information such as
sentence boundaries and named entities from the text and title of the news article.
The derived information and event structure are held in an Event object, which also
contains the ranked candidate and final answers to the questions. Holding
those information persistent enables us to reuse them during the whole extraction
process.

In our investigations of the different toolkits and frameworks we found
out, that they offer the same basic functionality such as Parsing, Phrase Chunking,
[POS}tagging, Sentence Boundary Detection and Named Entity Recognition. Because
of this fact we implemented abstract classes to unify these functionality. We decided
to develop concrete implementations of LingPipes Phrase Chunker, SentenceDetector,

3http://www.cs.waikato.ac.nz/ml/weka/} accessed on 04,/03/2011
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Figure 4.1: Sequence diagram of the 5W1H extraction process

POSTagger, and [NER] Furthermore we implemented an OpenNLP -Parser, Phrase
Chunker, POSTagger, SentenceDetector and [NER] The NaturallLanguageProcessor
is an abstract class that can be assembled with the different concrete implementations
of the [NLP] tools. In Figure [£.2] one can see the ws.palladian.preprocessing.nlp
package of Palladian.

Since we focus on a fast and lightweight extraction process, we evaluated execution
time and accuracy of [POS}Tagger, Phrase Chunker and Sentence Detector. The
results can be found in Table [4.1]

We also implemented several Named Entity Recognizer, each capable of annotating
Named Entities based on locally stored models or over an online [API} A great
advantage of online is that they offer a more fine grained distinction between
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Figure 4.2: Class diagram of the NLP processing package of Palladian

Implementation |POS|-Tagging Sentence Splitting | Phrase Chunking
OpenNLP 1 1.1 1
LingPipe 1.1 1 1.1

Table 4.1: Execution Time of NLP Tasks in relation

the types of the entities. For instance the Alchemy [NER]is capable of identifying
hundreds of entity typesﬂ The OpenCalais also offers to annotate a large variety
of entity typesﬂ Since annotating entities over an online consumes too much
time and requires internet access that we wont to restrict our system to, we decided
to focus on local model based [NER] implementations. We compared three of them
that are able to annotate people, locations and organizations and calculated average
execution times as listed below in Table

“http://www.alchemyapi.com/api/entity/types.html, accessed on 04/03/2011
5http://www.opencalais.com/documentation/calais—web—service—api/api—metadata/
entity-index-and-definitions, accessed on 04/03/2011
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Implementation Relative Execution Time
OpenNLP 1.4 NER 1.5

LingPipe NER 1

Standford NER 1

Table 4.2: Execution Time of Named Entity Recognition in Comparison

The investigation lead us to the following assumptions and decisions.

POS-Tagging does not vary in speed much but in accuracy and since we need it for
extracting verb phrases from title and important sentences with high accuracy
to preserve semantics in WHAT and WHY, we choose the OpenNLP [POS} Tagger.

Sentence Detection is for the OpenNLP and LingPipe implementation both fast
and accurate, so we just choose the OpenNLP Sentence Detector.

Parsing / PhraseChunking is used for extracting our WHAT from the topic sentence.
As one can see on the passive-active problem [3.3] it is really important to
completely extract the semantics belonging to the WHAT. This means that not
only the verb itself should be recognized with high accuracy but the subsequent
phrase as well. Since Phrase Chunking only splits the sentence into phrases,
we do not exactly know which phrase belongs to the verb. Most likely it is the
subsequent phrase, but we do not know whether it contains all the information
to give a complete answer to our question WHAT. For this reason we decided to
apply parsing that puts out a parse tree which shows the semantic structure of
the sentence. With this additional information we can simply refer to the parent
node (verb phrase) of the verb and take the whole subtree as our WHAT. The
difference between parsing and phrase chunking is briefly described in Section

224

Named Entity Recognition was compared between the OpenNLP, the LingPipe
and the Standford NER] The LingPipe and Standford System were nearly equal
fast in annotating sample texts. The OpenNLP [NER]in average needed 150% of
the time. We decided to use the LingPipe [NER]since the alias-i framework also
offers Co-reference Resolution which we need to group the belonging entities.

Since we are focusing on a complete and fast extraction of all questions we need to
hold the models for the different extraction tasks in storage. Before Extraction starts,
the models are loaded into storage which makes the extraction process independent
of model size and loading time.

4.5 Event Processing

The EventProcessor is responsible for the preprocessing of the text and offers func-
tionality for the certain extraction steps of the questions. At first we split
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the text into sentences and store them within the event object. The next step is to
annotate the entities in title and text. In addition to entity annotation we annotate
noun phrases (NP) in title with the help of a Phrase Chunker. A Noun Phrase Chun-
ker is able to group POS-tagged noun phrases such as “President/NNP Barack/NNP
Obama/NNP” together as one noun phrase “President Barack Obama/NP”. Once the
entities are annotated we group equal entities by coreference resolution and store the
compound of entities within the event object.

For the extraction of WHO and WHERE we used [MI]algorithms which require a feature
space to classify an extracted entity into relevant or non-relevant with a belonging
confidence. The following list describes how the features are being calculated through
the EventFeatureExtractor.

The number of occurrences in text is the size of the co-referenced group of
belonging entities.

The number of occurrences in the headline is counted with the so called StringHelper
which already is part of Palladian and simply performs pattern matching with
the name of the entity.

Distribution is calculated as the average position of the entity relative to the length
of the text. The position of each entity is given through a text offset within the
entity object.

Type of the entity is being detected by the named entity recognizer and is limited
to be one of the three: person, organization and location.

For the classification of the WHERE candidates we reduce the features space by the
type of the entity because we know that the type has to be a location entity.

4.6 Event Extraction Process

After the text of the article is preprocessed the gradual extraction of the starts.
Once the classification models are loaded the Who- and WhereClassifiers classify
the featured entities. Both classifiers return a confidence for each entity held in a list
of rankedCandidates. The entity with the highest confidence is our most likely WHO
or WHERE and is written into the event object.

The extraction of the WHAT is based on the previous extraction of the WHO. As one
can read in Section [3.3| we are looking for occurrences of WHO candidates within the
headline via simple pattern matching. If there is no occurrence of a who candidate
within the headline, we look for the first occurrence of the highest ranked WHO within
the text. Once the WHO was found, the challenge of this extraction mechanism is to
find its subsequent verb phrase. To do this we parse the WHO containing sentence with
our parser and walk through the parse tree until we find the WHO. In detail this means
that we look for the node containing our WHO and that is a noun. When the node is
found we extract the next subsequent node that is a verb or verb phrase.
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Here we have a general problem that the subsequent verb phrase in long sentences
contains a lot of information that we can not ignore because it is semantically relevant.
For the sentence, “A court in Pakistan has sentenced a Muslim prayer leader and
his son to life in jail for blasphemy.” our subsequent verb phrase is “has sentenced a
Muslim prayer leader and his son to life in jail for blasphemy” which indeed is correct
but contains a lot more information than we need. In this example sentence even the
reason that could fill our WHY slot is stated. Finally it is a non-trivial task to filter
out the minimal necessary information. We decided to solve this problem by limiting
the verb phrase to length. We found out that the length of the verb phrase with
enough semantic information to be complete with our WHO is 100. A higher number
of characters would add unnecessary content to the extracted WHAT verb, whereas a
too low number might only contain the verb itself. Since our parse tree consists of
multiple nodes containing the verb, we select the verb phrase that is shorter than
100 characters.

The following Figures and [£.4] of nodes of a parse tree helps to explain the problem
of the subsequent verb phrase.

NP
/\

NNP NNP NNP  VBZ NP

| | | | T

Wikileaks — Julian Assange fears PRP NN NNS

US  death penalty

Figure 4.3: Parse tree for an example sentence

For this case the WHO is “Julian Assange”. As one can see the list holds two
candidates for the WHAT. On position 6 the verb phrase “fears US death penalty” and
on position 7 in the list “fears”. The list sorts our verb phrase and its children from
long to short. This means the phrases that are a tagged with Vx are ordered by length.
This property enables us to iterate through the list and pick out a long enough verb
phrase that contains all necessary information. In the example this is “fears US death
penalty”. The verb “fears” here does not contain enough information to understand
the message.

Our processing chain proceeds with the extraction of WHEN. The information about
when something happens can be expressed in various ways as it is explained in Section
We implemented different extraction mechanisms for date and time. Palladian
offers date recognition of webpages via various extraction techniques that are based
on the properties of the html document. The so called DateGetter is used to extract
dates from [HTMI] structure, content and the [ITMI] header. The dates can be rated
via the DateEvaluator that puts out a list that we can treat as WHEN candidates that
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1 Wikileaks’ Julian Assange fears US death penalty/S
2Wikileaks’ Julian Assange/NP
3 Wikileaks’ /NNP

4 Julian/NNP

5 Assange/NNP

¢ fears US death penalty/VP

7 fears/VBZ

s US death penalty/NP

9 US/PRP

10 death/NN

11 penalty/NN

Figure 4.4: Parse tree as list for an example sentence

are ranked through the rating. We take the highest rated date as WHEN

In addition we implemented an [NER] capable of annotating dates and time in a
given text. For this we use the OpenNLP [NER] with only models loaded for time and
date recognition. The recognized dates are added to the rankedCandidates for the
WHEN.

Next is the extraction of WHY which basically is looking for sentences that are

indicating a reason for the event itself. To do this we constructed a collection of
regular expressions that one can see in Table[A:3] Since we also have complex patterns
that contain the previously extracted WHAT and the subsequent "to verb” we have to
tag the parts of speech of each sentence to identify the verb. If a certain sentence
matches a regular expression we store it as a rankedCandidate into the event object.
All regular expressions have confidences that we discovered in a previous investigation
of 100 news articles as described in Section These confidences are stored together
with the matching sentences. Finally we take the sentence with the highest confidence
to fill the WHY slot.
We found out that the confidence of a sentence to be the reason of the topic is higher if
the sentences contains the WHO and WHAT. To extract the HOW from the news article we
look for the sentence that contains the WHO and WHAT because this sentence most likely
holds additional information about how the event happened. To find this sentence
we iterate through all sentences and calculate a similarity between the sentence and
the string “WHO WHAT”. The equation for calculating the similarity is stated in
Section [3.7. We rank the sentences by their similarity to the concatenated WHO and
WHAT and store them into the event object. The highest ranked sentence fills the HOW
slot.



5 Results and Evaluation

The following chapter is split into evaluation of the classification algorithms and the
evaluation of the NewsX system by a user study. In the first part we explain how
we evaluated four different classification algorithms and what are the results. The
second part describes the NewsX Evaluation System and comments on the results.
Furthermore, we describe origins of errors and possible ways to improve the system.

5.1 Evaluation of the Classifiers

This section describes the evaluation of the WHO and WHERE classifier. We introduce
the dataset, the evaluation workflow and the discuss results of the evaluation.

5.1.1 Dataset

We could not find any pre-tagged dataset that fulfilled our requirements for the
classification of WHO and WHERE entities, which lead us to the decision to manually
create a set of random news articles. The Dataset consists of 100 articles from the
main online news websites that are the BB the Thomas Reuters news agencyf}
the Cable News Networkﬂ Al Jazeera E| and the Guardianﬂ For each entry of the
dataset we read the article and noted each entity that we consider to be a correct
answer to the question for the subject. For an article about “Mobile phone masts
linked to mysterious spikes in births” the correct answers for WHO are “masts”, “towers”
and “transmitter” since they all occur within the article and are related to the same
entity.

We then annotated the entities of each news article, performed [CR] and calculated
the features as previously described in section [3:2] To binary classify the entities, we
had to decide whether an entity fills our WHO slot or it does not. To do this we iterate
through the entities of each news article and compared its name with the previously
manually extracted WHOs. Comparison here means that either the name of the entity
contains one of the correct answers or one of the correct answers contains the name
of the entity. This would for example mark the entity “Mobile phone masts” as match
since the word “masts” is included. This automatism generates a list of 2144 entities
with calculated features marked as true or false. We used this list to train our WHO
classifier.

'http://bbc.co.uk/} accessed on 04/03/2011
Zhttp://reuters.com/, accessed on 04/03/2011
Shttp://edition.cnn.com/, accessed on 04/03/2011
“http://english.aljazeera.net/} accessed on 04,/03/2011
Phttp://www.guardian.co.uk/, accessed on 04/03/2011
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For evaluating our WHERE classifier we used the same list of extracted and co-
referenced entities as for the WHO classifier minus the entities that are not of the type
“location”. We do this because we assume that the WHERE slot only can be filled by
named entities of type “location”. This constraint reduces our list of entities to be
classified to a size of 513.

5.1.2 KNIME

To evaluate our classifiers we used KNIMEH (Konstanz Information Miner) which is
a user-friendly and comprehensive open-source data integration, processing, analysis,
and exploration platform that is based on Eclipseﬂ technology. The modular architec-
ture of KNIME enables the user to visually create data flows, selectively execute some
or all analysis steps and later investigate the results through interactive views on
data and models. KNIME offers a plugin that implements the WEKA classification
algorithms which are also integrated in Palladian. This enables us to analyze different
classification algorithms and parameters before they are finally being implemented.
In the previous section we described how we generated a list of features that can be
integrated into the KNIME workflow as [CSV] File. In Figure [5.1] the workflow of the

evaluation is visualized.
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Figure 5.1: KNIME workflow for evaluation of the classifiers

Via a File Reader node the [CSV] File is read into the workflow. The Partitioning
node splits up the data into 2 parts of the same size using a linear sampling strategy.

Shttp://www.knime.org, accessed on 04/03/2011
"http://www.eclipse.org, accessed on 04/03/2011
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One part is used to train each classifier, the second part is being predicted by the
WEKA Predictor based on the trained classifier. The predictor then puts out the
classified test data and classification probabilities for the positive value that are used
for plotting the [ROC| Curve. The Scorer node connected to each WEKA Predictor
calculates the previously described measures such as precision and recall. The Join
nodes combine the results of each predictor and merge them for the ROC]| curve node.

5.1.3 Evaluation Metrics

For evaluating the correctness of a classification approach there are two widely used
metrics, precision and recall that can be seen as extended versions of accuracy.
Precision can be seen as a measure of exactness or fidelity whereas recall is a measure
of completeness.

In the context of a classification task, the terms true positives, true negatives, false
positives and false negatives are used to compare the given classification of an item
with the desired correct classification. This is illustrated by the Figure [5.2] below:

] true false
B negative positive ; positive

QO allitems ® relevant ® notrelevant QO result

Figure 5.2: Items in classification tasks

A table with two rows and two columns that reports the number of true negatives,
false positives, false negatives, and true positives in predictive analytics is called a
table of confusion, also known as confusion matrix. Figure illustrates this table.

The precision is the number of items correctly labeled as belonging to the positive
class divided by the total numbers of elements labeled as belonging to the positive
class. Recall in this context is defined as the number of correctly labeled items divided
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predicted class

TP FP
(true positive) (false positive)
actual class
FN TN
(false negative) (true negative)

Figure 5.3: Confusion matrix

by the total number of elements that actually belong to the positive class.

Precisi rr (5.1)
eClsion = ——— .
recision TP—|—F_P

TP
Recall = True Positive Rate = TP+ FN (5.2)

For the sake of completeness we here give the equations for two other related

measures, Specificity(5.3) and Accuracy(5.4).
TN

Specificity = True Negative Rate = TN - FP (5.3)
TP+TN

A = 5.4

Y = ITPYTN+FP+FN (5.4)

The so called F-Measure or F-Score is the harmonic mean of precision and recall
and combines the two measures. The calculation is shown in Equation ((5.5)).

precision - recall

Fy=(1+ ) (5.5)

" 32 precision + recall
With f precision and recall can be weighted. For example in F; measure precision

and recall are evenly weighted as one can see in Equation (5.6]).

oo precision - recall

precision + recall (5.6)
Two other commonly used F' measures are the F, measure, which weights recall
twice as much as precision, and the Fp 5 measure, which weights precision twice as
much as recall.
For the classification of our entities a relevant entity is marked as 1 whereas a not
relevant entity is marked as 0. A true positive result of our classification is when an
entity that is our who is correct classified with 1.
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In classification evaluation the Receiver operating characteristic curve is
a fundamental tool. The [ROC]| curve describes the performance of a model across
the entire range of classification thresholds. All[ROC]| curves begin in the bottom-left
corner and rise to the top-right corner. Each point on the curve is created by plotting
the unique true positive rate (TPR) and false positive rate (FPR) associated with
each unique test value.

The area under the [ROC| curve (AUC) is a measure of performance that can be
used to compare classification results. The larger the [AUC]| the more accurate the
classification.

5.1.4 Results

We compared four classification approaches, a Bayes Network, a Decision Tree (J48),
a Bootstrapping (Efron and Tibshirani, [1993)) Bagging and a Naive
Bayes [2.1.2] For classification we split our 2144 entities into randomly chosen 50%
training set and 50% test set. On our training set of 2144 WHO Candidates the Bagging
Classifier performs best. In Table[A 4] one can find the results of the different classifiers
compared. The following Figure plots the ROC curves of the different classifiers.
As one can see the Bagging Classifier has the highest [AUC]
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Figure 5.4: ROC curves of Who classifiers

In Figure there are two curves that only have one or two changes of their slope.
This can be traced back to the graph based character of the network (Bayes Net) and
tree (J48), which are discrete classifiers converted to scoring classifiers. Each change
of the slope represents a node in the tree or network. Since we are using a small
feature space the probabilistic classifiers perform better than the converted discrete
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classifiers.

At a certain point the curves obviously change their slope showing a drift off to the
right hand side which implies a high number of false positives caused by the high
number of negative instances.

For the classification of the entities there is room for improvement. A first step for
better classification results is to increase the training data, because more training
data means a more precise prediction model. Another point is to analyze the groups
of entities and make more restrictions on the entities being selected, which means to
decrease the entities to be classified for each document.

Taking the probabilities of the Named Entity Recognizer into consideration is also
worth to be investigated. Instead of simply taking the type of the entity as a feature
we could calculate a combined feature derived from the probabilities of the recognition
and the resulting type.

The selection of the correct entity by classification can only be seen as a starting
point on the way to a precise answer to the questions WHO and WHERE. Constructing a
final answer that fits the remaining questions requires further semantic processing
which we propose in section [5.2.1

5.2 User Study of the NewsX system

In this section, we evaluate our event extraction mechanism and the quality of the
extracted tuples. Extraction of semantic information from human language
is difficult to evaluate, since it often needs human interpretation to decide if the
extracted data fits the defined requirements. In our case of extracting the answers to
the FWTH] questions there is no certain solution for each answer but a broad range of
possible solutions that require user supported evaluation. Especially for answering
the questions WHY and HOW it is necessary to understand the news article as a whole
and to manually decide whether the answer to the question is mentioned within the
text. These are the reasons that made it necessary to evaluate our system NewsX
through a user study.

To evaluate our system we developed a web-based evaluation tool, that enabled
a user to read a news article in an neutral environment and to decide whether the
extracted fWTH] are right, wrong or partially correct. Figure [5.5] shows an example
from the evaluation website.

The evaluation website was implemented via the PHP-based CakePHPﬁ Frame-
work. It allows the rapid development of web applications using the concept of
Model-View-Controller.

Before evaluation we extracted current news articles from the same news websites
that we used for constructing our dataset for classification. We sorted the news article
randomly and extracted the from all of them. The users are introduced to the

8http://cakephp.org/, accessed on 04/03/2011
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Attacks mar Christmas celebrations - Asia-Pacific

Fresh attacks against Christians in the Philippines and Nigeria have marred
Christmas festivities as church leaders condemned religious persecution and
called for global peace and reconciliation.

Please mark the answers as right or wrong. If
there is no answer to the question within the text,
an empty slot is correct.

As Christian leaders highlighted the plight of believers facing the threat of
attacks around the world, a bomb in a church during Christmas mass in the who:  [ENEIE
southern Philippines on Saturday wounded 11 people, including a priest. @ right @® wrong O)

Military officials would not immediately name any suspects in the blast on Jolo
island, but the island is a known bastion of the Abu Sayyaf, an al-Qaeda-
linked group, blamed for deadly attacks in the Philippines and for kidnapping
priests and nuns.

ar Christmas celebrations - Asia-Pacific

O

“There is a possibility that this could be the handiwork of the Abu Sayyaf Nigeria
because they have been perpetrating similar attacks against the Catholic
church,” Lieutenant Randolph Cabangbang, a military spokesman, said.

O

"We've placed our troops on alert to prevent similar attacks on churches, 2010-12

shopping malls, parks and transport terminals,” he added.

11

O

The sense of Christmas cheer was being

sorely tested in parts of Europe where freezing
temperatures have caused transport chaos, with
thousands of travellers forced to spend the night in
trains, on ferries or in airports as the snow piled

O

Gregory ‘Yenlong, the information

commissioner of Plateau State, of which Jos is the
In separate attacks on Friday night, at least six others were Killed and capital, said there had been rumours of attacks
another eight wounded when gunmen attacked two churches in the northeast aimed at disrupting Christmas celebrations in recent
city of Maiduguri. days.

Nigeria attacks

A series of blasts in Nigeria's central region killed at least 32 people and left 74
in critical condition on Christmas Eve, police say.

The explosions struck during celebrations in villages near the city of Jos on
Friday night, the state police commissioner said.

E

"It [explosions] was caused by a series of bomb blasts. That is terrorism, it's a
very unfortunate incident," Azubuike Ihejirika said.

Danjuma Akawu, secretary of the Victory Baptist Church, said about 30
men opened fire on his church, killing five people.

Meanwhile at the other end of the city, Haskanda Jessu, a reverend of save and next >>
the Church of Christ in Nigeria, said that three men attacked his church, killing a
security guard.

Figure 5.5: Screenshot of the evaluation system

evaluation and directed to mind the semantic relation between the answers, especially
between the subject and verb. Furthermore we gave the advice that an empty answer
can be correct, if there is no answer to the question within the text.

Each user that logged in with an e-mail address evaluated the same news article and
extracted BWIH] The user was expected to read through the article and then to
decide if the extracted answers to the are wrong, right or partially correct.
We introduced to the users that they should select partial if the slot in their opinion
only contains a part of the correct answer or they are uncertain. This enables us to
distinguish between explicit right or wrong extracted answers and answers that need
further analysis to improve the system.

5.2.1 Results

Within one week 12 different users evaluated 56 news articles. We have to mention,
that we removed extracted news articles with less then 5 sentences since we assume
that they do not contain enough information to answer the This limitation
reduced the number of extractions by two. To achieve a high reliability we let multiple
users evaluate the same news articles. In Figure the number of user evaluations
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per news article is illustrated. As one can see, there are 23 articles that were evaluated
from more than one user, whereas the remaining 23 articles were evaluated by only one
person. To decide how reliable the evaluations from only one user are, we calculated
the Reliability of Agreement for the the evaluations with more than two users as
described in the following section.

13
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11

-
o

users

more than one user per article

N WA 00O N o ©

||HHH 1 user per news article
1 ”””lIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
25

50 60

news articles

Figure 5.6: Number of user evaluations per news article

Reliability of Agreement

Since we have one or more user, that evaluated the extraction for one news article,
we are interested in the the reliability of agreement between the so called ‘raters”.
Fleiss’ Kappa is a statistical measure for assessing the reliability of agreement or
inter-rater reliability between a number of raters when assigning categorical ratings to
a number of items. The measure calculates the degree of agreement in classification
over that which would be expected by chance and is scored as a number between 0
and 1. The measure can be interpreted as the extend to which the observed amount
of agreement among raters exceeds what would be expected if all raters made their
ratings completely randomly. The kappa, k, can be defined as,

“U |

P—
1—

(5.7)

K =

Q

The factor P — P, gives the degree of agreement actually achieved above chance,
whereas the factor 1 — P, measures the degree of agreement attainable over and above
what would be predicted by chance. Complete agreement of the raters results in
k = 1. If there is no agreement among the raters then x < 0.
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Using the Fleiss’ Kappa statistics requires that each news article is being evaluated
by the same number of raters. Since we have different amount of raters for each
article, we have to modify the formula. The different amount of raters per questions
only affects the calculation of the probability of random agreement P, which is the
agreement by chance. To shortcut the calculation we assume that the proportion of
all assignments to the categories is uniformly distributed, thus the mean proportion

ig L
of agreement is 3.

Another way to make our data fitting the requirements of Fleiss’ Kappa is to
normalize the data to a number of 6 raters. Applying the formula to the normalized
data results in a mean proportion of agreement that is slightly worse than the the
agreement assuming uniform distribution.

09t
I normalized data
08T Il uniform distribution

Agreement

WHERE
5W1H

Figure 5.7: Agreement among users

In Figure[5.7] the compared agreement is illustrated. As one can see, the agreement
is nearly equal for normalized data and assumption of uniform distribution of random
agreement, except the agreement among users on WHEN extraction. The reason for
this difference is the high number of “right” ratings that changes the probability of
random agreement and this affects the s value. Landis and Koch| (1977) gave the
Table for interpreting k values. In general the agreement is not reliable enough
and strongly differs between the to trust the evaluations only made by one
rater. Despite this we do not want to reject the results, so we make the distinction
between all ratings and ratings with more than one user. In Figure [5.§] the results of
the evaluation under this prospect are illustrated.
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K Interpretation
<0 Poor agreement
0.0-10.2 Slight agreement

0.21 — 0.40 Fair agreement

0.41 — 0.60 Moderate agreement

0.61 — 0.80 Substantial agreement
0.81 —1.00 Almost perfect agreement

Table 5.1: Interpretation of s values

HOW

WHY

WHEN

WHERE

WHAT

WHO

Distribution of wrong, right and partial extractions
[ | | all ratings
[ ] | more than one rater

Figure 5.8: Results of the |[pW1H|user study

Confidence

To describe how reliable our results are, we calculated the confidence interval of our
measurements. A confidence interval is an interval in which a measurement of trial
falls corresponding to a given probability. To calculate the confidence intervals we
need to calculate the standard error (S.E.), which is a method of estimating the
standard deviation of our sample distribution. The general expression for approximate
N% confidence levels for an error is shown in equation , where 6 is the sample
error and n is the sample size.

0+ (1—0)

E. = =
S o(p) = 2N "

(5.8)

For our WHO extraction we have a sample set that contains 56 news articles. We
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define an extraction as wrong, if more than the half of raters marked it as wrong,
which results in 23 wrong extractions. The sample error for the WHO extractions is
6 = 23/56 = 0.41. The constant zy is chosen depending on the desired confidence
level. We chose a confidence level of 90% where the constant zy is 1.64. The resulting
confidence level for our WHO extraction is S.F. = 0.41 + 0.11.

We calculated the confidence intervals for each question of the and investigated
two sample sets. One set includes only the news articles that were evaluated from
more than two users and the other set consists of all news articles. The error rates
and belonging confidences are shown in Figure [5.9

1
09t
08t
07t I articles with more than one rater
M all articles

06t

0571

error rate

0471

03+t

02t

01T

WHO WHAT WHERE WHEN WHY HOW
5W1H

Figure 5.9: Error rates with confidence intervals

The black line segments are illustrating the confidence intervals. The confidence
intervals of the error rates covering all raters are slightly smaller than the intervals of
the sample set with news articles evaluated by more than one rater. The reason is
that larger underlying sample set results in higher confidence, thus shorter bars.

5.2.2 Discussion

The following discussion describes the relationships and generalizations that we found
out. Furthermore, it explains the causes of problems and gives recommendations to
improve the results.

An observation that can be made is that the results of WHO and WHAT extraction
are nearly equal. The reason is that the extraction process of WO and WHAT are closely
coupled. We assume that improvement of the WHO extraction will lead to better results
of WHAT extraction. The high percentage of partial rates has its origin in the coarse
grained extraction. There are multiple cases, where the extracted WHO is partially
correct because it is incomplete or contains verbs that were wrongly identified as
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nouns, which has an high impact on the result. For example the phrase “Queen
praises sport” was identified as noun phrase, because the [POS}tagger tagged “praises’
as noun instead of verb. On the other hand the identification of the noun phrase
worked well for “Kabul raid” and subsequent verb phrase “kills two after U.S. embassy
threat”. A promising approach to improve the extraction concerning this issue is to
analyze the sequence of parts of speech to derive new rules for clearly separating the
subject and verb of the topic sentences. Here the confidences of the tagged words
can be helpful. To reduce the negative instance for the WHO classification, one might
try to apply [NER] on the first sentences and title, since according to the character of
news articles the subject is mentioned within this part of the article. Furthermore,
this would reduce the time needed for recognizing the entities.

I

The results for the extraction of WHERE are satisfying, since half of the extractions
are correct. The larger number of wrong extracted locations can be traced back to
wrong assignment of entity type “location” through the [NER], that leads to extracted
entities that are no locations but marked as those. The other origin of wrong and
partial extractions is the coarse grained localization of the event. Most news articles
contain information about the country or continent where the event happened, which
most likely is selected by the classifier to fill the WHERE slot, but not necessarily is
the best possible answer to the question. When within the article a more specific
location is mentioned, the users marked the extraction of the coarse localization as
wrong or at least partial. In general the process of extracting the location can be
improved by enlarging the training set and adding the confidence of the recognized
entity as feature for the classification. Another feature for classification could be the
granularity of the recognized location, but this would require further processing and
time.

Answering the question WHEN works best with about 80% correct extracted time
specifications. The good result is caused by the structure of the document, that in the
most cases contains a concrete time at the begin of the document or the header, which
easily could be extracted through the DateGetter. The wrong or partial marked
extractions have their reason in date or relative time mentions such as “yesterday” or
“last monday” within the text. Here the problem is to ensure the relation between the
time mention and the event. To resolve this it requires higher semantic interpretation
of the sentences including the time references, that is called recognition of temporal
expressions and time periods.

The extraction of WHY and HOW was satisfying. The equal distribution of wrong,
right and partial can be traced back to the difficult to understand semantic relations
between the document and the answer to the questions. This means that the user
needs full understanding of the whole text to decide wether the selected sentence
actually answers the question HOW or WHY. Source of errors are the wrong relation
between the extracted subject of the article and the extracted WHY as reason for
the subject. The regular expression to find signal words indicating such a reason
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are not necessarily selecting the sentence that is reason of the subject. So a higher
involvement of the previously extracted WHO and WHAT could lead to better results.
To improve the set of regular expressions that are aimed to find the cause indicating
sentence, it can be conductive to apply a machine learning approach on these patterns.
Treating a topic sentence as HOW seems to be a promising approach to answer the
question, but there is still room for improvement especially concerning the relation
to the extracted subject.

On one hand we can say it is highly relevant to ensure the semantic relation
between the given answers by involving the previously extracted data. On the other
hand this means, an error within the extraction chain possibly affects the whole
extraction of the To resolve this, the idea of collecting multiple news articles
for one topic is a promising approach.
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6 Conclusion and Future Work

This chapter concludes the thesis with a summary of the contributions to our research
and proposes several topics that should be considered by future work.

6.1 Conclusion

This thesis was aimed to develop an event extraction system capable of extracting the
answers to the questions from a news article. We wanted to investigate the
character of needed information within news articles and to derive regularities that
can be conductive to extract them. A further goal was to find appropriate mechanisms
from the research field of Natural Language Processing and Information Extraction
to find and extract the We introduced the tasks, applications and approaches
of Machine Learning with main focus on classification problems. In Chapter [2.2]
we examined important techniques from the field of Natural Language Processing
that are valuable for extracting parts of free text. We studied various approaches
of event extraction that interact with different fields of research such as Question
Answering and Text Summarization. From pattern-based approaches over event-based
summarization of news clusters to recently applied Semantic Role Labeling of topic
sentences we could not find an approach that fulfilled our requirements of a domain
independent, lightweight and document-based event extraction system. The two
systems that were supportive and close to our requirements are introduced in Chapter
2.4 In the conceptual stage we developed a strategy of gradual detection of the
that we prototypically implemented as the NewsX system.

The main contributions are summarized in the following paragraphs:

e We revealed properties of the needed information based on the character of
news articles that are valuable for extracting the as event description.

e We investigated multiple mechanisms from related fields of research and selected
the appropriate techniques to extract an event description from a domain
independent news article.

e We developed an extraction system of gradual detection of the fWTIH] that
uses classification of previously recognized entities to extract the WHO and WHERE.
Based on the determined features of entities, we compared different classification
algorithms and have chosen a Bagging Classifier to select the WHO and WHERE
from the recognized entities.

59
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To find the appropriate WHAT we extracted the subsequent verb phrase of the
previously extracted WHO. The sentence based extraction of phrases required to
deal with semantics of the sentence. Due to error-prone [POSHagging it was not
trivial to find the matching verb phrase that is elaborate enough to understand
the topic of the event.

The high degree of intelligence that is needed to extract the answer to the
question WHY and HOW something happens, forced us to apply a coarse grained
extraction method for these answers. However, the approach of looking for
words that indicate causal relations lead to satisfying results for WHY extraction.
To answer the question HOW we looked for the sentence that describes the event
briefly, which as well lead to promising results.

We also deliver a list of ranked candidates for each answer that we used to
optionally change an answer to keep the semantic relation. The list can also be
assistant to further processing.

In contrast to sentence based event extraction systems that basically bear on
information within one sentence to extract event facts, we have to solve the
problem of the scattered information. This means we had to ensure the semantic
relation between the extracted parts. To give semantically related answers
to the it requires semantic interpretation of parts of the news article,
especially for the strongly coupled WHO and WHAT that we treat as subject and
verb.

We find that the most important factor that affects the correctness of FWTH]
is the complexity of language, which makes the extractions on sentence level
error-prone.

The gradual extraction is highly significant, since it improves the results among
the extracted answers.

In general a more precise extraction needs deeper semantic processing and solution

of the fine grained problems, thus more processing time and logic. It depends on the
use case whether a deep and accurate extraction is wanted or a fast coarse grained
extraction is enough.

6.2

Future Work

Besides the improvements suggested in the previous chapter, during the thesis some
ideas for possible extensions and improvements evolved. There are several lines of
research arising from this work which should be pursued.

e The thesis was aimed to develop a lightweight extraction system. It became

obvious that an orthographically and semantically correct extraction requires
deeper semantic processing such as semantic parsing and recognition of temporal
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expressions. With a customizable extraction chain of different extraction
mechanisms the depth of extraction would become scalable, which allows
to adapt the extraction process to specific requirements. Furthermore, the
implementation of different extraction techniques allows to research the impact
on event extraction quality.

e To improve the reliability of the extracted event facts, the aggregation of further
news articles describing the same event should be taken into consideration. We
implemented a prototypical EventAggregator that aggregates event URLs over
a web search engine by a constructed query string. The challenge here is to
only aggregate appropriate news articles and to combine the extracted
into one with high confidence.

e The machine learning approach for the classification of recognized entities
approved well. Constructing a larger dataset and annotating the event facts
opens the door to further applications of Machine Learning as for the causal
relation indicating regular expressions and temporal references.

In summary, the thesis provided a brief overview of the current trends and
challenges in Event Extraction and proofed the suitability of the introduced approaches.
With the previously described points we made proposals for further improvements of
the NewsX Event Extraction System.
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Tables

Extract from the tag-set of the Brown Corpus

Tag Description Examples

. sentence closer 37!

( left paren

) right paren

* not, n'’t

- dash

, comma

: colon

ABL pre-qualifier quite, rather
ABN pre-quantifier half, all
ABX pre-quantifier both

AP post-determiner many, several, next
AT article a, the, no
NN singular or mass noun

NN§ possessive singular noun

NNS plural noun

NNS$ possessive plural noun

NP proper noun or part of name phrase

NPS$ possessive proper noun

NPS plural proper noun

NPS$ possessive plural proper noun

RB adverb

RBR comparative adverb

RBT superlative adverb

RN nominal adverb here then, indoors
RP adverb /particle about, off, up
und TO infinitive marker to

UH interjection, exclamation

VB verb, base form

VBD verb, past tense

VBG verb, present participle/gerund

VBN verb, past participle

VBZ verb, 3rd. singular present
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A.2 ACEO07 Event Types and Subtypes

Types Subtype

Life Be-Born, Marry, Divorce, Injure, Die

Movement Transport

Transaction Transfer-Ownership, Transfer-Money

Business Start-Org, Merge-Org, Declare-
Bankruptcy, End-Org

Conflict Attack, Demonstrate

Contact Meet, Phone-Write

Personnel Start-Position, End-Position, Nominate,
Elect

Justice Arrest-Jail, Release-Parole, Trial-Hearing,

Charge-Indict, Sue, Convict, Sentence,
Fine, Execute, Extradite, Acquit, Appeal,
Pardon

A.3 Regular Expressions for the extraction of Why

Regular Expression Confidence

(WHAT(*)to/TO (.*)/VB) 0.5
(WHAT(.*)will) 0.5
(since) 0.2
(cause) 0.3
(because) 0.3
(hence) 0.2
(therefore) 0.3
(wh
(
(
(
(
(

y) 0.3
result) 0.4
reason) 0.3
provide) 0.1
s behind) 0.2
Due to) 0.2

2




A.4. Results for the Who Classification

A.4 Results for the Who Classification

Classifier Precision Recall F-Measure AUC

Bagging 80.6% 33.1% 47% 0.8173
Bayes Network 33.7% 39.3% 32.3% 0.7497
Neural Network (J48) 78.2% 26.4% 36.3% 0.7313

Naive Bayes 51.6% 18.4% 27.1% 0.8020
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