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ABSTRACT
In federated information systems, deciding whether an in-
formation source is relevant for a given query is crucial for
its overall performance. Focusing on uncooperative unstruc-
tured information sources, we analyze several drawbacks of
the popular CORI resource selection algorithm by evaluat-
ing it in a federated product information scenario. Based
on these results, we propose and describe a novel approach
using an ontology-based sampling method, which is used to
initialize an Explicit Semantic Analysis index.

Categories and Subject Descriptors
H.3.4 [Information Storage and Retrieval]: Systems
and Software; H.4.0 [Information Systems Applications]:
General

General Terms
Design, Management, Experimentation

Keywords
Federated Information System, Distributed Information Re-
trieval, Resource Selection, Explicit Semantic Analysis, Prod-
uct Information Management, Ontology

1. INTRODUCTION
Product-related information is generated, accessed and

manipulated along the product lifecycle in heterogeneous
formats. Only part of this information can be accessed us-
ing state-of-the-art product information systems, because
most of this information is only available in unstructured
sources. A comprehensive Federated Product Information
System (FPIS) therefore has to integrate and harmonize
data from all phases of the product lifecycle, and different
source formats like unstructured documents, sensor infor-
mation or product databases for the design, production, de-
livery, and service of a product [11].
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Most of these sources are either legacy sources, or they
belong to different administrative domains. The sheer num-
ber of such resources, such as department-specific document
management systems with their own search Web services,
often prevents physical integration approaches and compre-
hensive semantic analysis of the documents. Virtual inte-
gration, like federated search, provides means to access such
distributed information sources in an ad-hoc fashion.

We will focus on such approaches for unstructured infor-
mation sources. In distributed information retrieval, three
processing steps can be distinguished [2]:

Resource description describes the process and result of
analyzing the content of information sources,

Resource selection denotes the method for distinguishing
between relevant and non-relevant sources for a given
query,

Result merging specifies how individual result lists from
selected sources can be merged and re-ranked accord-
ing to the user’s information need.

Existing approaches to these problems are based on vector
space or language models. They provide computationally ef-
ficient means to describe and select different resources, but
they have several drawbacks, as discussed in section 2. Ac-
cording to Gray [5], network costs have the highest influence
on distributed computing economics, which is another rea-
son to improve resource selection performance. The FPIS
context provides additional information that can potentially
improve the performance of such methods. For example, the
Aletheia reference architecture [12] defines a semantic prod-
uct information repository that can be extended with infor-
mation from a company’s database using ontology mapping.
In this paper, we discuss an approach on how such an on-
tology can be utilized, focusing on the resource description
and resource selection problems.

The contributions of this paper consist of

1. An evaluation of the performance and shortcomings of
existing resource selection algorithms in the context
of a federated product information system scenario in
Section 3,

2. A novel approach to the resource description and re-
source selection problems using the Explicit Semantic
Analysis method for enabling ontology-based resource
selection in Section 4.
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2. RELATED WORK
With regards to resource selection, CORI [3] is one of the

most popular algorithms. It uses per collection statistical
features to estimate the relevance of collections, based on
inference network document ranking.

The actual resource selection estimates the relevance prob-
ability using two components for each query term. A term-
based measure Ti,t uprates a term that occurs frequently
in collection i w.r.t. average and collection-specific num-
ber of different terms, and a collection-evaluative measure
which increases the impact of highly distinctive terms, e.g.,
terms that only occur in few collections. Terms in a query
Q = {t1, t2, . . . , tn} are simple strings and weighted equally.

Some drawbacks of CORI have already been identified and
addressed by other approaches. ReDDE [8] is less prone to
disregard large collections if the collections are skewed, i.e.,
the collections vary considerably in size. For similarly sized
collections, results improve marginally. Thomas and Shok-
ouhi [9] find that these algorithms barely use the document
samples of each collection and their scores for each query,
although they are valuable for assessing a collection’s rel-
evance. All of these approaches have a relatively similar
performance, with minor differences depending on individ-
ual test sets.

Collections are typically assumed to be independent, so
relationships between them are typically not taken into ac-
count by these algorithms. Hong and Arguello et al. [6, 1]
proposed classification-based and feature-combining meth-
ods that perform marginally better, with performance in-
creasing significantly for high precision and small sample
size scenarios.

Neither of the proposed resource selection methods make
use of explicitly semantic information, such as an ontol-
ogy and documents labelled accordingly. However, there
are information retrieval models that attempt to utilize it.
Paralic and Kostial [7] use semantic concepts similar to a
boolean model with manually tagged documents. Vallet
et al. [10] add heuristics-based semantic tagging of docu-
ments and support for complex semantic queries on a knowl-
edge base. However, these approaches require a large and
detailed ontology in order to provide any advantage.

To avoid this ontology coverage problem, concept-based
information retrieval such as Explicit Semantic Analysis may
be applied. Egozi et al. [4] propose the creation of a high-
dimensional concept space by, e.g., extracting Wikipedia ar-
ticles. The title of the article denotes the concept, whereas
the terms in the article content are used to build an inverted
index which links each term to a weighted concept, thus in-
dicating the concept’s relevance for each term. Then, doc-
uments and queries can be represented by concept vectors,
which can be compared using common similarity metrics.
The obvious drawback of this approach in the context of
this paper is the need for a Wikipedia-like description of the
domain terminology which should be covered by the FPIS.

3. EVALUATING SYNTACTIC METHODS
Since none of the existing test sets accurately captures the

specific requirements of a FPIS scenario, we decided to de-
fine an appropriate test set and respective gold standard. We
assume that specific products are designed, manufactured,
and managed by certain departments of a company special-
ized on this product range. The test sets are therefore based

Table 1: Test sets created from the document base

Test set #Collections Size range

TSsmall ≈ 230 ≈ 20–50 documents
TSlarge 9 ≈ 250–500 documents

on a set of about 3600 documents (2.89GB in total) provided
by industrial device and service company ABB, which have
been divided into individual collections using the respective
product type reference known for each document. Details
on the test set generation process can be found in [13]. The
characteristics of the test sets used in this evaluation are
shown in Table 1.

Similarly, the gold standard defines a query set that has
partially been captured at ABB, with the user base consist-
ing mainly of service engineers. Each query has a number of
relevant documents assigned, i.e., the gold standard contains
no detailed weighting of document relevances. It consists of
16 queries. These queries can be roughly divided into 3
types:

Factual queries contain only direct references to a certain
product.
Example: “FXE4000” (a specific ABB product)

Extended factual queries contain a direct reference to a
product, augmented by additional constraints such as
properties or aspects of the product or the context it
is used in.
Example: “FXE4000 configuration”

Non-factual queries do not contain a specific product ref-
erence. They are typically posed by customers with a
certain need, but no detailed knowledge of the specific
products or parts that are related to it.
Example: “chemical flow precise density measurement”
(indicates a need for precisely measuring the density
of a flow of matter in a chemical branch application)

Using these test sets, we evaluated the widely used CORI
resource selection algorithm. We implemented it as a plugin
for an extensible federation framework [13], which can access
remote information sources via Web service connections and
connect to legacy providers by custom wrappers.

3.1 Precision and Recall
When evaluating the relevance of resources for a specific

query, CORI assigns a score for each resource, but does not
define a relevance decision, i.e., which of the resources should
be selected for a federated query. Hence, the initial evalua-
tion focused on the accuracy of the CORI ranking. Ideally,
the algorithm should return all relevant resources (high re-
call) and return no irrelevant resources (high precision) at
the same time.

Figures 1 and 2 shows that CORI is very precise when the
query contains very discriminative terms, such as product
names. In the case of non-factual queries, it is much more
difficult to disseminate the relevant resources by syntactic
comparisons alone.

The above results are idealized, because the CORI re-
source descriptions have been generated from all documents
of each collection. In reality, only a small subset of docu-
ments can and should be retrieved for this purpose. Figure 3
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Figure 1: Precision and recall for TSsmall
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Figure 2: Precision and recall for TSlarge

shows that CORI performs much worse when a subset of 5
documents or 10% of each collection is retrieved for creat-
ing the resource description, in particular when considering
the case when all relevant sources should be selected (re-
call=1.0).

3.2 Relevance Assessment
As CORI does not distinguish relevant from non-relevant

collections, usually a fixed number (cutoff) of sources is se-
lected. This is not a sufficient behaviour, because queries
vary from highly selective to broad scope w.r.t. the relevant
collections. A fixed cutoff therefore leads to either low pre-
cision or low recall if the cutoff is higher or lower than the
number of relevant collections, respectively.

Thus, we evaluated whether the score of the CORI rank-
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Figure 3: Precision and recall for samples of 5 doc-
uments and 10% of a collection for TSsmall
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Figure 4: F-measure vs. CORI scores for TSsmall
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Figure 5: F-measure vs. CORI scores for TSlarge

ing can be utilized for this purpose. Figures 4 and 5 show
the F-measure, which is the harmonic mean of recall and
precision, when the cutoff is set to the CORI score of each
ranked resource. The most appropriate score-based cutoff
(threshold t) would be around the highest F-measure when
precision and recall are weighted equally.

The results indicate that the score is not a good indicator
for relevance classification. TSsmall particularly shows very
different appropriate threshold values. Whereas for factual
queries the threshold t should be between 0.404 and 0.408,
non-factual queries instead have a maximum score of 0.4025.
As a result, a good t for factual queries would not classify
any resource relevant for a non-factual query. The maximum
F-measure for non-factual queries is again at a much lower
theshold of 0.4008.

4. ONTOLOGY-BASED EXPLICIT SEMAN-
TIC ANALYSIS

The low precision of CORI-based resource selection of
non-factual queries indicates that the syntactic approach is
not able to distinguish the meaning, and therefore the target
of such a query. We therefore propose to apply ontology-
based semantics available in a FPIS to extend the resource
selection capabilities. In order to circumvent the low ontol-
ogy coverage issue, we suggest to use the ontology for boot-
strapping the Explicit Semantic Analysis (ESA) approach
as follows:

1. Ontology extraction returns the concepts C stored in
the ontology, along with additional information such
as related instances and their labels L.
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2. For each concept in C, all collections are queried for
the label l (query-based sampling). The results from
each resource are merged and the highest-ranked doc-
ument(s) are given as input to the ESA analyzer for
concept c. Thus, this ontology-based sample document
content is similar to the Wikipedia document described
in Section 2, with c being the Wikipedia article’s title.

3. When sample documents for all concepts have been
indexed using ESA, the individual collections are sam-
pled and get an ESA vector assigned. This vector vci
is a weighted set of all concepts a collection is relevant
for.

After this initial learning phase, the following steps are
executed during resource selection for a query q:

4. ESA analyzes q, thus transforming it to a concept vec-
tor vq.

5. This query representation vq is compared to all collec-
tion vectors vc using a similarity metric, such as cosine
similarity.

6. The similarity score distinguishes whether a source is
relevent for this query.

There are several possible adjustments in this process. In
step 1, the extraction process may be restricted to a subset of
the concepts, e.g., only the topmost concepts. The number
of documents retrieved in step 2 is relevant for the coverage
of ESA terms. Initial tests have shown that pre-processing
of the documents can be necessary to improve the quality of
the ESA index. Finally, the similarity metric in step 5 can be
adapted so the score allows for a more precise differentiation
of relevant and non-relevant sources.

5. CONCLUSIONS
The CORI resource selection algorithm has limitations

w.r.t. the selection accuracy and its relevance assessment ca-
pabilities. For the envisioned federated product information
system, we propose an advanced resource selection mecha-
nism that utilizes domain knowledge from an ontology.

An initial prototype of this concept is implemented us-
ing an F-Logic ontology and a Java-based ESA implementa-
tion1. We plan to further enhance this prototype and evalu-
ate against more comprehensive gold standards. In general,
we believe this component is a crucial aspect of a federated
product information system that is capable of efficiently in-
tegrating distributed Web information sources, performing
adequate to a centralized solution.

Compared to a previous publication [13] focusing on the
framework for resource selection mechanisms in FPIS archi-
tectures, this paper proposes a method using the semantic
knowledge base for applying an explicit semantic analysis
resource selection algorithm.
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