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Abstract—The amount of data that are computed, stored, and
shared over the Internet is rising at an unprecedented scale.
This has necessitated more servers to be deployed and drastic
improvement in the capacity of individual servers. However,
several independent studies also reveal that resources are not
optimally utilised in most existing data centres and server
clusters. Since the introduction of server virtualization and
cloud computing, the research community has proposed several
workload aggregation and dynamic consolidation techniques,
however, most of these techniques are either theoretical and
rely on simulation environments or use real servers but static
workloads or benchmarks. In reality, the workload of data
centres fluctuates as a function of time and servers frequently
experience both overloading and underutilised conditions. In this
paper we introduce the HAECubie demonstrator we developed
and deployed to experimentally evaluate the scope and usefulness
of dynamic workload consolidation in a server cluster and to
quantitatively analyse the relationship between energy/power
consumption and the utility (performance) that can be achieved
through workload consolidation. Our demonstrator is a video
hosting platform and enables Internet users to stream videos of
variable length. The number of users accessing the HAECubie
as well as the duration of videos they stream are modelled as
stochastic processes based on realistic estimation of the workload
of existing video hosting platforms.

Index Terms—Adaptation, demonstrator, energy-efficient com-
puting, energy-efficient server, energy-utility function, workload
consolidation, video hosting platform, video streaming

I. INTRODUCTION

The amount of data hosted and processed by Internet-based
servers and data centers is increasing at a remarkable speed.
This trend will stay in future mainly for two reasons. Firstly,
as more users replace their desktop environments with smart
phones and tablet computers, the ease with which they capture
and share their experience on the spur of the moment increases
significantly. Secondly, the introduction of private and public
cloud computing will accelerate the transfer of a large amount
of data from terminal devices to back-end servers. According
to the recent Cisco Global Cloud Index, global data center
IP traffic will reach 554 exabytes per month by 2016 (in
comparison, it was 146 exabytes per month in 2011). Similarly,
the global cloud IP traffic will increase from 57 exabyte
per month (in 2011) to 355 exabytes per month by 2016.
Likewise, the magnitude of workload per installed cloud server
will increase by more than twofold by 2016 compared to the
workload per installed server in 2011 [1].

This has resulted in a growing demand for more server
deployment as well as for more computing power per in-
dividual server. The estimated worldwide server deployment
in 2010 has been 40 million units [2], but additional servers
have been steadily deployed since then. The latest figure from
the International Data Corporation (IDC)' reveals that more
than 8 million server units have been shipped in 2014. As far
as capacity per individual server is concerned, systems with
operation capacity in the range of exaflops and an optical link
number of around 108 are expected by the year 2020 [3].

Unfortunately, independent studies indicate that computing
resources are not efficiently utilised in many existing data
centres and server clusters. For example, in a typical Twitter
server, the CPU utilization is less than 20% and the RAM
utilization is between 40 and 50% [4]. Likewise, in a typical
Google server, the CPU utilization is between 25 and 35%
whereas the RAM utilization is approximately 40% [5]. In
Amazon’s EC2 cloud environment, the CPU utilization per
server is between 3 and 17% [6]. At the same time, the idle
power consumption of existing servers is between 50 and 60%
of their peak power consumption [7], [8].

The introduction of server virtualisation has enabled a more
efficient resource utilisation because it is possible to aggregate
(consolidate) several virtual machines in a single physical
machine. As a result, a substantial body of work exists on
live virtual machine migration and runtime virtual machine
consolidation. The main aim of these approaches is to balance
the demand for and the supply of resources in a data centre
or a server cluster and to switch off idle or underutilised
servers. However, most of the proposed approaches are either
theoretical and rely on simulation environments or use real
servers but static workloads or benchmarks. In reality, the
workload of data centres fluctuates as a function of time
and servers frequently experience both overloading and under-
utilised conditions. In this paper we introduce the HAECubie
demonstrator we developed to experimentally evaluate the
scope and usefulness of dynamic workload consolidation in
a server cluster and to quantify the energy-utility trade-off
it introduces. Our demonstrator is a video hosting platform
which enables Internet users to stream videos of variable
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length. The number of users who access the HAECubie as
well as the duration of videos they stream are modelled
as stochastic processes based on realistic estimation of the
workload of existing video hosting platforms.

The rest of this paper is organized as follows: In Sec-
tion II, we review related work. In Section III, we present
the hardware and software architecture of our demonstrator
and describe building blocks. In Section IV, we give a detail
account of the video hosting and consolidation as well as our
workload generation strategies. In Section V, we quantitatively
evaluate the energy-utility trade-off of the different consolida-
tion strategies. Finally, in Section VI, we provide concluding
remarks and outline future work.

II. RELATED WORK

Beloglazov et al. [9] proposed several heuristics for dynamic
VM consolidation, which they divide into three subtasks: (1)
The detection of overloaded and underutilised servers, (2)
the selection of candidate virtual machines for migration,
and (3) the identification of target servers to which virtual
machines can be migrated. Moreover, they considered fixed
and adaptive thresholds to detect underutilised and overloaded
situations. The proposed heuristics are based on the statistical
analysis of historical data pertaining to the CPU utilisation
of real workload traces obtained from PlanetLab [10]. The
first heuristic defines the median of the absolute deviations
from the median of the data set to adaptively determine
thresholds. The second heuristic sets the upper CPU utilisation
threshold depending on the difference between the third and
the first quartiles of the CPU utilisation. The third heuristic
is a local regression method and estimates the k + 1 CPU
utilisation of a server from the last k observations of the CPU
utilisation. In addition, the authors propose three algorithms to
identify candidate virtual machines for migration. In the first
algorithm, the candidate virtual machines are those which have
the shortest migration time. In the second, the virtual machines
which have the highest correlation with the CPU utilisation of
the source virtual machines are identified. The third algorithm
chooses virtual machines randomly.

The virtual machine placement itself is defined as a bin
packing problem, where the virtual machines represent the
items to be allocated, the bin sizes are the servers’ CPU
capacities, and the prices are the power consumption of the
servers. It is solved by first sorting virtual machines in de-
creasing order of their CPU utilisations and then by allocating
to a destination server virtual machines which cost the lowest
price (the lowest increment of power consumption due to the
VM allocation). Once overloaded servers are dealt with, the
strategy addresses underutilised servers. Virtual machines from
these servers are migrated to other servers as long as this can
be done without overloading the latter. The performances of
the proposed heuristics were evaluated using the CloudSim
simulation framework”. The simulated IaaS cloud environment
consisted of 800 heterogeneous servers, of which half of them

Zhttps://code.google.com/p/cloudsim/

were HP ProLiant ML110 G4 servers with dual core Intel
Xeon processors 3040 (1860 MHz) and the other half were
HP ProLiant ML110 G5 servers with dual core Intel Xeon
processors 3075 (2660 MHz). Both types of servers were
assigned 4 GB RAM and 1 GBps network bandwidth. They
consider more than 1000 virtual machines which resembled
Amazon’s EC2 virtual machine instance types® with the only
difference that each virtual machine was assigned a single
core and an appropriately scaled amount of RAM. The au-
thors reported that the combination of the regression and the
minimum migration time approaches produced the best results
when both energy saving and minimisation of SLA violation
were considered at the same time. The combination of the fixed
threshold overloading heuristic with the minimum migration
time produced the highest energy saving but at the price of a
higher SLA violations.

Similarly, Verma et al. [11] employ bin-packing to consoli-
date virtual machines by assuming that (1) a mechanism exists
for predicting the optimal minimum size of a VM to meet
its SLA goals, and (2) servers can be monotonously ordered
according to their energy efficiency, meaning, if some server s;
is more energy-efficient for some application a; than another
server s;, then s; is more energy-efficient than s; for any
other application. To place and re-locate virtual machines in
a cluster, they first sort all servers in decreasing order of their
energy efficiency and all virtual machines in decreasing order
of the optimium size (i.e. necessary allocation of resources).
Secondly, they compute a mapping of virtual machines in such
a way that starting with a theoretical utilization of 0 for all
servers, they allocate as many virtual machines from the sorted
list to the most-energy efficient server until its capacity is
filled. The process is continued with the second most energy-
efficient server and the remaining virtual machines, until all
virtual machines are mapped to some server. Further iterations
are made to efficiently utilise resources.

Xu et al. [12] propose a virtual machine consolidation
strategy which aims to avoid SLA violation while minimising
energy consumption. This is done by minimising interferences
during migration and co-location of virtual machines. The
authors employ a multi-dimensional supply-demand model
to compute the interference of a migrated virtual machine
on CPU, network I/0, CPU cash and memory bandwidth.
Based on this quantity, candidate virtual machines are identi-
fied. The authors tested their approach using different work-
loads (including, SPEC CPU2006*, netperf®>, Hadoop®, and
SPECweb20057). The proposed consolidation strategy was
tested on 10 homogeneous physical servers each having two
quad-core Intel Xeon E5620 2.40 GHz processors, 12 MB
shared LLC, 24 GB memory, and 800 GB NFS storage. The
physical servers were connected via 1 Gbps Ethernet switches.
The servers as well as 50 virtual machines were running
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CentOS5.5 with Linux 2.6.18.8 kernel. Small VM instances
were allocated with 1 virtual CPU core and 1.7 GB RAM,
while large VM instances were allocated 4 virtual CPU cores
and 7.5 GB RAM. Experimental results show that the proposed
strategy can improve the performance of CPU and memory
intensive workloads by 16% - 28% and network-intensive
workloads by 45%-65% in comparison to First Fit Decreasing
(FFD) [11] and Sandpiper [13] consolidation strategies. Even
though the proposed approach is self-sufficient, it can be
integrated into existing load balancing (Sandpiper [13]) or
power-aware (FFD [11]) VM consolidation strategies.

Zhu et al. [14] proposed a consolidation framework to
improve energy efficiency by placing together virtual machines
which have complementary resource consumption charac-
teristics. They define a distance metric that quantifies the
peak resource demand of applications for all resources (CPU,
memory, storage, network) together with an affinity score that
favours applications with a direct communication link between
them. Virtual machines are placed together if they are “near”
to each other according to the distance metric. The authors
evaluated their approach with two clusters each comprising of
64 servers. In one of the clusters, the servers integrate AMD
Opteron 250 processors and in the other Intel Xeon E5345
processors. The authors claim that their approach was able to
reduce the overall energy consumption by up to 55% compared
to when the virtual machines were executed separately. The
associated cost is increased execution time. When virtual
machines with dissimilar resource consumption characteristics
were co-located, execution times increased by almost 10%.
The effect was pronounced when virtual machines with similar
characteristics were executed. For example, for two CPU-
intensive applications, execution times doubled, and for two
memory-intensive applications, execution times increased by
41%.

In summary, the proposed approaches are tested with either
simulation environment or static benchmarks. Often, the power
and energy consumptions are estimated instead of measured.
In contrast, our demonstrator uses real computing nodes (albeit
their computing capability is scaled down) and a dynamic
workload. We also use direct measurement to account for the
power and energy consumption of individual nodes as well as
the system as a whole.

III. ARCHITECTURE

The HAECubie emulates a small-scale video hosting plat-
form consisting of 30 nodes. Each node is represented by a
Cubieboard2 platform with the following resource specifica-
tion: 1 GB memory, dual-core ARM coretex-A7, 100 Mbps
Ethernet, and 32 GB storage on SD Card. The nodes are di-
vided into six groups and each group is connected to a 1 Gbps
switch which is in turn connected to a master switch with the
same capacity. The master switch is connected to a router so
that video streaming requests can be received via the Internet.
The organisation of nodes into groups enables dynamic power
management at core, node, switch, and cluster levels. One
extra node, the master node, is directly connected to the master
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Figure 1. The hardware architecture of the HAECubie demonstrator.

switch and is in charge of managing the system as a whole. All
incoming requests are accepted by the master node which then
forwards the requests to one of the nodes. Individual nodes are
directly responsible for streaming videos to users. Fig. 1 shows
the hardware architecture of the HAECubie demonstrator.

At the software level, the video hosting platform consists
of four services running on each node and five services on
the master node. The services running on each node are a
video management service, a monitoring service, an activity
service, and a migration service. Each of these services have
instances running on the master node as well. The master node
in addition runs a power management service. Fig. 2 displays
the software architecture of the video hosting platform.

At the node level, the video management service is re-
sponsible for streaming videos to users and for tracking and
reporting the status of a video to the video management
service running on the master node. The video management
service at the master node is responsible for receiving and
forwarding user requests and for calculating and updating the
popularity of a video. It is also responsible for predicting
the popularity of a video, which is useful for determining
which sub-cluster a video should belong to (to be discussed
in the next section). The monitoring service gathers statistics
pertaining to the resource and power consumption of a node
and reports them to the master. The monitoring service at
the master collects and aggregates these statistics and stores
them into the database. All tasks pertaining to adaptation,
migration, and power management inside the demonstrator
are asynchronous tasks; therefore, a mechanism is required
to ensure that these tasks are executed to their completion
and all deadlines are respected. The activity service will be
notified when a task is issued and completed, so that it ensures
these tasks are executed as intended. The activity service at
the master overlooks the activities of individual nodes.

The migration service at the node level is responsible for mi-
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Figure 2. The software architecture of the HAECubie demonstrator.

grating videos between nodes, in a distributed manner, but the
migration strategy comes from the migration service residing
on the master node, which notifies nodes of these strategies.
Finally, the power management service is responsible for
turning on and off nodes and switches. The services interact
with each other and with the database to exchange relevant
information. In addition, the software platform provides a web-
based administration support, so that the status of the entire
cluster can be viewed at runtime and parameters which are
relevant for adaptation (for example, popularity threshold) can
be modified and adaptation policies can be manually selected.
Fig. 3 displays the image of our demonstrator.

IV. VIDEO HOSTING

We deployed 1800 videos on the HEACubie which have
different length and duration, the shortest video being 14 KB
(with a streaming duration of approximately 1 s) and the
longest 50 MB (with a streaming duration of approximately
100 s). In the beginning, the videos are randomly placed on
all nodes. They gain popularity points every time they are
requested and this way accumulate popularity over time. In
order to accommodate sudden traffic surges, each node can
utilise only up to 40% of its network bandwidth.

A. Consolidation

The purpose of workload consolidation is to dynamically
balance the demand for and the supply of resources inside
HAECubie, so that underutilised nodes can be switched off
and the workload of overloaded nodes can be reduced to
avoid a resource bottleneck. Because of the limited computing
and communication resources in our demonstrator, we migrate
data (videos) at runtime instead of virtual machines. Our
demonstrator supports four types of consolidation strategies:

¢ All On (ON). This strategy turns on all nodes without

performing any migration or load-balancing. It serves as
a reference to all the other strategies.

e All On - Balanced (AOB). Uses all nodes, but tries to

improve throughput and latency by distributing popular

videos (by migrating them at runtime) on all nodes, so
that bandwidth utilisation in the cluster is optimised.

¢ Load Only (LO). Activates the number of nodes that are

necessary to meet the demands of the short term load
of the cluster (which is estimated based on the statistics
of recently accessed videos). It uses load-balancing to
distribute popular videos among active nodes. The basic
assumption behind this strategy is that recently streamed
videos are more likely to be requested.

o Popularity (POP). This strategy classifies videos as pop-

ular and unpopular and nodes as class A and B. Class
B nodes host predominantly unpopular videos and they
are candidates to be switched off. They will be turned on
on demand, when unpopular videos they are hosting are
requested. In addition, the strategy balances the load of
all active nodes.

To quantify the energy-utility trade-off that arises due to
dynamic workload consolidation, we define streaming latency
and throughput as utility. We evaluated the relationship of
these two utilities with the power and energy consumption
of the entire cluster.

B. Workload Prediction

The video management service at the master node uses a
mean square estimation filter to predict the popularity of each
video (the number of views) for the next time slot based on
which it determines the resource demand of the HAECubie.

At time t — 1 the video management service estimates the
popularity of video x for the time slot [t — 1,¢] based on the
statistics it has up to that point in time. This quantity is denoted
by pe(t). Meanwhile, between t—1 and ¢, it counts (measures)
the number of requests for video = and this quantity is denoted
by pm(t). Then, the estimated popularity of video x for the
time slot [t,¢ + 1] is given as:

pe(t+1) :pe(t)+aw [pm(t)_pe(t)]ao <ar <1 (1)

The expected error between the predicted and the actually
observed popularity (the term inside the square brackets in
Equation 1) determines the value of «. If this error is small
(i.e., if the measurement is correlated with the estimation),
then «, will be large, otherwise, «, will be small. Note that
Equation 1 can be rewritten as:

pe(t + 1) = azpm(t) + (1 - az)pE(t) 2)

pe(t+1) =
=azpm(t) + (1 — az) [dapm(t — 1) + (1 — ag)pe(t — 1)]
=azpm(t) + @z (l — az)pm(t —1) + (1 - O‘ac)2pe(t -1
=azpm(t) + ... + az (1 — az)tflpm(l)
3

For most practical cases, the autocorrelation of p falls to
zero after the k-th sample. Hence only the recent k samples
are considered for estimation:



Figure 3. The HAECubie demonstrator.

Pe(t+1) = awpm(t) + .. + az(1 — az)' Fpm (k) “)

Once the master’s video management service estimates the
popularity of each video for the next time slot, it computes the
overall expected workload by aggregating the video populari-
ties. This is useful to estimate the number of nodes required
to handle the workload.

For the POP strategy, the master node defines a popularity
threshold based on a specified energy-utility function. Those
videos which have popularities above this threshold belong
to Class A nodes, which should be always on. Those videos
which have popularities below this threshold belong to Class B
nodes, which should be switched off but can be switched on on
demand, when unpopular videos are requested. Furthermore,
the master notifies each node to which Class it belongs along
with the popularity of the videos the node hosts. Based on this
information each node migrates those videos it hosts which
do not belong to its Class. Migration takes place on peer-
to-peer basis, without the participation of the master node.
Once Class B nodes are free of Class A videos, then the
power management service puts them all into a sleep state,
i.e., they will be switched off. Consequently, the access time
for unpopular videos is relatively high, because of the booting
time required to make a Class B node active.

C. Workload Generation

Video streaming requests have two statistically independent
components, namely, the request arrival rate (r) and the
streaming duration (or video size) of each requested video
(s). For most practical scenarios both components are random
variables. Thus, a workload w can be express as w = rs.
We expressed the workload of our demonstrator by the joint
probability density function f(w) = f(r,s), which can
be expressed as the convolution of the probability density
functions of r and s:

w/s
f(w) = / £ (w/s) f(s)ds )

The most plausible way of generating a realistic workload
for our demonstrator is by reusing traces and log files from ac-
tual video hosting platforms. Unfortunately, existing platforms
do not make traces and log files available for the public nor
do they permit web crawler due to non-disclosure agreements
and privacy concerns. Nevertheless, in the literature there exist
several stochastic models that can estimate particular aspects
of real-world workloads based on already available traces
and log files. For example, some of these models estimate
the distribution of file size and video popularity growth in
YouTube, Youku, Dailymotion, and Metacafe [15], [16], [17],
[18]. Hence, we convolved existing models, to generate the
workload of our demonstrator. For the detail analysis of our
workload generation strategy, we refer the reader to [8].
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Figure 4. The density function of the power consumption of the different
consolidation strategies.

V. EVALUATION

To evaluate the energy-utility trade-off that can be achieved
by the different consolidation strategies, we generated a
stochastic workload and supplied it to the HAECubie. But the
statistical parameters (the density functions of the workload
size and the workload arrival rate) are the same for all the
strategies. For each experiment the demonstrator streamed
videos as per user requests for one hour. We used an extra 32-
core server (with Intel Xeon E5-4603 processors and 16 GB
RAM) to generate and feed the workloads to our HAECubie.
In our evaluation we considered the overall energy consump-
tion and the average power consumption of the system (the
HEACubie only), the average throughput in terms of the
number of bits per second the demonstrator was able to
stream, and the video streaming latency (the time between
the reception of a request and the beginning of streaming).

A. Energy and Power Consumption

Whereas the energy consumption is a measure of the cost of
energy incurred to run the system, the power consumption is a
measure of how much electrical load the system introduces on
the power supply line. The amount of load the system should
produce is specified by the contract between the client and the
power supplier because violating this agreement may make the
power supply line unstable and disturb the normal operation
of other systems which share the same line. Since for our case
each experiment was conducted for one hour, it is possible to
directly infer the energy consumption of the system from its
average power consumption.

Fig. 4 displays the density function of the power consump-
tion of the HAECubie for the different strategies. Understand-
ably, the always on strategy (ON) consumed the largest amount

of power as well as energy. The always on with load-balancing
strategy (AOB) has consumed the next largest. Apparently, the
gain in power consumption as a result of load-balancing has
been counterbalanced by an additional adaptation cost that was
needed to migrate videos between nodes.

For the POP strategy, we considered two popularity thresh-
olds: 0.25 (POP) and 0.125 (POP2). In the first, videos, the
popularity of which is below the 0.25 quantile in the popularity
distribution belong to Class B nodes which are normally
switched off. In the second, the quantile threshold is 0.125.

Therefore, the POP strategy resulted in larger power and
energy consumptions compared to the POP2 strategy, since
during POP2 more nodes belonged to Class A than during
POP. The LO strategy, which keeps all nodes active on which
recently (in the past 300 s) accessed videos reside and turn
off all other nodes except when they are demanded performed
better than the POP strategy in terms of power and energy
consumption.

B. Throughput

Throughput is a measure of the rate at which the HAECubie
streams videos to the users. Interestingly, the ON strategy
is the one which performed the poorest (as can be seen in
Fig. 5), apparently, as a result of frequent bandwidth bottleneck
at some nodes. This confirms to the significance of load
balancing in server clusters and data centres. Nevertheless,
load-balancing alone does not produce the highest throughput
even if there is a surplus of computing and communication
resources. In fact, all the consolidation strategies yield rel-
atively higher throughputs compared with the ON and AOB
strategies. The highest throughput was achieved when the POP
strategy was used followed by the POP2 strategy, confirming
to the fact that accurate estimation of the videos popularity
enables to accurately balance the demand for and the supply
of resources in video hosting platforms.

C. Latency

The challenge with dynamic workload consolidation is
dynamic resource-pool sizing, particularly, when more sources
are demanded. For our HAECubies, sometimes up to several
tens of seconds are required to make videos available from
nodes which are completely switched off. The time required
to turn on a sleeping node depends on the workload of the
system and how busy all the management services are. As a
result it is a random variable.

As can be seen in Fig. 6 both the ON and AOB strategies
have the smallest streaming latency. The average latency in
these strategies is below 3 s. The POP strategy resulted in
the highest average latency whereas the POP2 strategy is out
performed only by the ON and AOB strategies.

D. Summary

Our experiments show that there is no single strategy
that can outperform all the others by all accounts. Table I
summarises the energy-utility trade-off that can be achieved by
the different strategies. Whereas the POP strategy produces the
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[ Strategy [ ON [ AOB | LOAD [ POP | POP2 |
Energy consumption
(Watts-hour) 71.626 | 71.3 48.3 56.1 45
Mean power
consumption (Watt) 71.8 71.4 44.0 48.5 38.0
Throughput
(Mbps) 40.0 61.6 70.4 88.0 72.0
Gain in %
(Throughput) 0 54 76 120 80
Gain in watt
(Avg. Power) 0.0 0.56 38.7 325 47.1

Table T

SUMMARY OF ENERGY-UTILITY TRADE-OFF FOR DIFFERENT
CONSOLIDATION STRATEGIES.

largest throughput for a small amount of average power con-
sumption, it is also the one which produces the largest delay.
On the other hand, the POP2 strategy has the smallest amount
of average power consumption and the third best in average
latency. It has also the second best in throughput. From this
it is possible to conclude that the threshold of the popularity
strategy can be adjusted to achieve the optimal energy-utility
trade-off for a named utility. The optimal threshold, however,
should take the hardware and software architectures as well
as the workload of the system into consideration.

In terms of gain (by taking the outcomes of the ON
strategy as a baseline), the POP2 improved throughput by
120% whereas it reduces the power consumption by 32.5%
only. The highest gain in terms of saving power is achieved
by the AOB strategy, but when the corresponding throughput
gain is considered, the POP2 has the highest gain.

VI. CONCLUSION

In this paper we introduced our HAECubie demonstrator
which we built to experimentally investigate the scope and
usefulness of different adaptation (workload consolidation)
strategies to achieve high performance and energy-efficient
computing in data centres and server clusters. Our demonstra-
tor consists of 30 nodes connected with each other via six Gbps
switches. An additional node, a master node, is responsible
for computing runtime statistics, distributing the statistics to
all active nodes, and initiating load-balancing and migration
at runtime.

Our demonstrator is a video hosting platform. It hosts 1800
videos of variable sizes. Initially, these videos are arbitrarily
distributed in the 30 nodes but the master node keeps track
of the popularity of the videos as they are requested by
users. Then it aggregates the popularities of all the videos
and based on the aggregated statistics estimates the future
workload of the system and decides the number of nodes it
should keep active in order to handle the workload. Then video
migration and load-balancing take place to switch off idle or
underutilised nodes and to avoid hotspots. Both migration and
load-balancing take place in a distributed manner, without the
participation of the master node.

We implement three types of consolidation strategies. In the
AOB strategy, all nodes are active but load-balancing is used
to avoid resource bottleneck. In the LO strategy, all nodes from



which videos are requested in the recent past (for our case, the
past 300 s) remain active. We chose 300 s because this was
the maximum time we experienced to make a sleeping node
available for service. Therefore, an adaptation strategy should
have at least this much lifetime to justify its usefulness. The
POP strategy uses the popularity distribution of all nodes to
determine the number of nodes that should be active to handle
the incoming workload.

Our experiment results confirm that all strategies performed
well when compared with the baseline in which all nodes
were active and no load-balancing was employed. However,
they also show that there was no single strategy that can
achieve high energy-efficiency, low streaming latency, and
high throughput at the same time. The POP strategy, with
the selection of the appropriate threshold, can achieve most
of these goals.

Because we used relatively simple boards to construct our
demonstrator, these boards experienced failure when they were
frequently switched on and off. Consequently, some of our
measurements did not make sense to us during statistical
analysis. Consequently, we rejected them as outliers. In future
we plan to look closer into these problems and make the
demonstrator more robust to failure and faults. Moreover,
due to the limited bandwidth we have, we migrated videos
instead of runtime containers (virtual machines). Therefore,
the runtime migration service always waits until a video
streaming is over before a video is migrated. We are, however,
confident that this is not a major departure from the way
dynamic workload or virtual machine consolidation takes place
in real data centres and server clusters.
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