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Abstract. The amount of data hosted by Internet servers and data cen-
ters is increasing at a remarkable pace requiring more capable and more
e�cient servers. However, physical e�ciency does not necessarily cor-
relate with computational e�ciency. In fact, independent studies reveal
that Internet servers are mostly over provisioned even though additional
servers are deployed each year. Understanding the characteristics of the
workload of servers is an essential step to e�ciently manage them. For
example, from the workload statistics, it is possible to predict idle or
underutilized states and to consolidate workload, so that the idle or un-
derutilized servers can be switched o�. In this paper, we systematically
analyze the characteristics of video servers � since they are responsible
for producing the largest Internet tra�c � and provide an insight into
the relationship between the statistics pertaining to workload, the size
of videos, and service time. We shall show that from the distribution of
the video sizes on host servers, it is possible to estimate the distribution
of the workload size produced by clients and the distribution of the time
required to process individual requests.

Keywords: Service time, workload characterization, workload generation, work-
load size, workload statistics, video server, video size

1 Introduction

The amount of data hosted, processed, and communicated by Internet-based
servers and data centers is increasing at a remarkable pace. According to a recent
report by Cisco Global Cloud Index1, the global data center IP tra�c will be 554
exabyte per month by 2016. In comparison, this has been 146 exabyte per month
in 2011. Likewise, the global cloud IP tra�c will reach at 355 exabyte per month
by 2016 (from 57 exabyte per month in 2011). The corresponding magnitude of
workload per installed cloud server will increase by more than twofold by 2016
compared to the workload per installed server in 2011.

The research community as well as the IT industry approaches this phe-
nomenon in a number of ways. Two of them, and perhaps the most ubiquitous

1Cisco Global Cloud Index: Forecast and Methodology, 2011�2016, Cisco Inc.
(www.cisco.com)



ones, involve (1) the replacement of existing servers with more capable servers
and (2) the deployment of additional servers. The estimated worldwide server
deployment in 2010 was 40 million units [9], but additional servers have been
steadily deployed since then. The latest statement from the International Data
Corporation (IDC)2 reveals that 1.9 million server units have been shipped in
the �rst quarter of 2013 alone. Unfortunately, these approaches alone do not
ensure a sustainable computing due to the fact that a rapid growth in the num-
ber and capacity of installed servers results in an equally rapid growth in power
consumption [1,14,17].

The third approach presently adopted by the industry combines server vir-
tualization with cloud computing, so that Internet services encapsulated in vir-
tualized �machines� can share hardware resources, but each virtual machine has
its own secure and dedicated execution space. Moreover, the virtual machines
can be freely migrated from one physical machine (server) to another at run-
time. This feature has two advantages: Firstly, virtual machines are not bound
to any speci�c server; their owners can change host servers whenever they wish
to. Secondly, infrastructure owners can freely decide where and for how long
individual virtual machines should execute, so that they can e�ciently utilize
hardware resources � this aspect is known in the literature as service or workload
consolidation [4] as well as server consolidation [2].

Whether in a virtualized environment or otherwise, understanding the char-
acteristics of the workload of servers is useful for e�ciently managing hard-
ware resources accomplish) [8]. Firstly, the workload of underutilized or over-
loaded servers can be timely migrated to servers which can be loaded optimally.
Secondly, from the statistics of resource utilization, it is possible to determine
whether and for how long idle servers can be switched o� to save power [23,24].
Thirdly, services that consume complementary resources can be scheduled on
the same machine whereas services known for competing for similar resources
can be scheduled to execute on separate servers [26].

The workload of an Internet server is primarily generated by users issuing
requests. Hence, it consists of two independent quantities which cannot be known
in advance except in a probabilistic sense. The �rst quantity refers to the arrival
pattern of the requests (request arrival rate) while the second refers to the size of
each request or the computational complexity each request induces on the server.
Most existing probabilistic models for managing the resources and predicting the
performance of Internet services rely on these two quantities.

In this paper, we shall experimentally demonstrate that for online video
hosting services, such as Metacafe and YouTube, the statistics of the workload as
well as the time needed to serve individual requests can be su�ciently determined
from the statistics of the videos they host. The justi�cation for our assertion is
that for a large number of videos, there is a strong correlation between the
preference of the users who generate videos and the users who view these videos.
This knowledge is useful because service providers can estimate (1) the amount

2http://www.idc.com/getdoc.jsp?containerId=prUS24136113 (last visited August
20, 2013).



of resources they should make available to accommodate user requests and (2)
the quality of service they can achieve for a given resource con�guration. In other
words, service providers need only examine how the statistics of the videos they
host change overtime to balance the supply of resources (for example, the leasing
of network bandwidth or storage) with the demand for resources and to make
a desirable trade-o� between performance and resource consumption (including
power). Since the required statistics is always available to them on the server's
side, they can make decisions without the in�uence of external entities.

The rest of this paper is structured as follows: In section 2, we analyze related
work. In section 3, we describe our experimental setting and how we generate
workload. In section 4, we analyze our measurement data and discuss our obser-
vation. Finally, in section 5, we provide summary and conclusion.

2 Related Work

The term workload is understood in the literature in one of the following two
ways: In the �rst, it refers to the magnitude of client requests processed by an
Internet server3 [30,19,6,10,18]; and in the second, it refers to the magnitude of
utilization of hardware resources (such as CPU and memory) [13,21,4,22,28]. The
main di�erence lies in the quantity that is available for modeling and analyzing
the characteristic of a service. In this paper, we adopt the �rst association.

Regardless of the way a workload is understood, obtaining su�cient statistics
to accurately model and analyze Internet services is a di�cult task because of
privacy concerns and business secrecy. In the past, researchers have tried to piece
together several parameters that can characterize the workload of web servers,
particularly, video hosting applications. Some have made use of publicly available
data, such as traces of CPU utilization of real-world web servers, so as to model
and reason about similar web servers running on di�erent platforms [15], [28].
Others have employed either web crawling to obtain metadata of �les hosted by
Internet services or �ltered and analyzed Internet packets destined to or arriving
from hosting sites at particular gateways. Evidently, all of these approaches can
only provide partial views of the real workloads.

Barford et al. [3] identify seven statistical properties that characterize (con-
ventional) HTTP tra�c. These are the probability distribution of �le sizes at the
server side, the �le popularity, temporal locality, the request sizes, active OFF
times, inactive OFF times, and the number of embedded references. They assert
that �le sizes have heavy-tailed probability density functions and (client-sided)
request sizes can be determined by (server-sided) �le sizes.

Tang et al. [25] analyze the tra�c of a media streaming server. Their model
builds on the idea of Barford et al. but relaxes the assumption that �le popularity
is statistically stationary. Instead they de�ne a life-span distribution to account
for a �le popularity that changes over time. Moreover, they determine two types

3As long as the context is clear, we use the terms service and server interchangeably.
We use the term physical machine when we wish to put the emphasis on the hardware
server.



of life-spans: a regular life-span following a log-normal distribution and a news-
like life-span following a Pareto distribution. The parameters for both types
of life-span distributions are normally distributed. Their approach is the only
approach known to us which examines pre�x durations (i.e., aborted sessions).

Gill et al. [11] investigate the tra�c of YouTube at a campus network. The
central �nding of their work is understanding the relationship between �le types
and tra�c size: Whereas only 3% of all requests were for video �les, 98.6% of
the tra�c was caused by video �les. The majority of requests, i.e. 86%, were for
images and text �les which account for less than 1% of all tra�c. The remaining
11% of requests were for applications and script data which account for 0.5% of
all tra�c. In addition, the study reveals that video �le sizes are not considerably
variable and therefore, cannot be modeled as long-tailed random variables. This
is most likely due to the 10-minutes duration restriction for videos existing at
the time which has been increased to 15 minutes as of July 2010. Today it is
possible to upload videos larger than 20 GB as a result of which the probability
density function of video size can be expected to be heavy-tailed.

Similarly, Cheng et al. [7], Cha et al. [5] and Mitra et al. [16] analyze the
tra�c of several video hosting applications. One of the observations common
to all is that the popularity of a video does not follow a purely Zipf function.
Instead, it exhibits a cuto� at the lower end. In other words, less popular videos
still receive more views than assumed by a purely Zipf function. Like Tang et al.
these researchers emphasize the need to capture a change in �le popularity (life
span). The analysis of Cheng et al. reveals that the life span of a video follows
a Pareto density function. The most important parameter for the life-span is
the growth trend factor, p. A value of p > 1 indicates a rise in popularity while
0 < p < 1 indicates a decline in popularity. According to Cheng et al. in 70%
of all the videos they considered, p < 1. Based on this observation, Cheng et al.
propose a model to predict the amount of additional views a video receives in
future, which takes video age, current popularity, and p as its input parameters.

Cha et al. [5] analyze the popularity patterns of videos in YouTube, Daum,
and Love�lm. They �nd no correlation between video length and video popu-
larity. The popularity follows a power law with an exponential cuto�, an obser-
vation con�rmed by Mitra et al. [16]. Gummadi et al. [12] attribute this cuto�
to a post-�ltering process by recommendation systems. According to Cha et al.
99% of all videos of the video hosting applications are shorter than 10 minutes
(which, again, is most probably in�uenced by the then existing 10-minute upload
limit).

Finally, the investigation of Cha et al. reveals that the share of workload
generated by users' activities (ratings and comments) is almost negligible: For
YouTube only 0.22% of all views result in a rating and only 0.16% of all views
result in a comment. This observation agrees with an earlier observation [11].
Similar observations are made by Mitra et al. � The workload due to ratings,
comments, and uploads is typically several orders of magnitudes less than the
workload generated by video views.



In the following sections, we build on the ideas and concepts discussed in this
section to generate realistic workloads for a video hosting server.

3 Workload Generation

Whether running on a privately owned server or on a leased public cloud plat-
form, understanding the workload of a server is vital for planning and managing
resources (for example, resource-e�cient schedulers employ workload statistics
to determine where a given request should be processed). We assert that some
of the statistics of a workload can be established from the statistics of the �les
the server hosts. We shall analytically as well as experimentally illustrate the
correctness of this assertion by taking a video hosting server as an example. We
assume that the videos hosted by the server are generated and viewed by users
who are independent of the service management.

Our server consists of eight quad core Intel Xeon E5-4603 processors, 16 GB
memory, 10 Gbps Intel NIC, and an XFS-formatted 6 TB hard disk structure
with a theoretical sustained data rate of ∼465 MB/s (the data rate reduces to
∼300 MB/s during heavy contention). The server hosts 5000 videos of di�erent
sizes and an Apache application server streams users' download requests.

The �rst step towards examining our assertion is to generate a realistic work-
load and to feed this workload to the video hosting server. We combine together
the di�erent models we reviewed in section 2 to generate the workload. As can
be recalled, the models are developed by independent researchers who had ac-
cess to actual Internet workloads (they employ traces or web crawlers). These
models refer to: (1) The distribution of �le sizes on the host server, (2) the �le
popularity at the start of the experiment, (3) the popularity growth factor, (4)
the age of the �les, and (5) the distribution of weekly views. We explain these
features in more detail in the subsequent subsections and report how they relate
to the workload of our server.

3.1 Video Size

As we already mentioned earlier, determining the distribution of the sizes of �les
in existing video hosting platforms is di�cult for lack of access to the actual
servers and because �le sizes are not parts of publicly available meta data. In
addition, most sites do not allow web crawling. However, early analysis of In-
ternet tra�c shows that the density of data size exhibits a heavy-tailed density
function [20,29,3]. Studies contending this assertion (for example, [11,7]) often
refer to restrictions made by service providers on the size of videos that can be
uploaded on their servers. For example, YouTube currently limits the uploaded
video duration to 15 minutes for most users, but for users with good conduct

record this limit is pushed to 12 hours4. Likewise, Vimeo currently allows up-
loads of up to 5 GB for standard users and up to 25 GB per upload for Pro users.
Even so, it is reasonable to assume a heavy-tailed density for video �le size.

4https://support.google.com/youtube/answer/71673?hl=en



While a theoretical heavy-tailed distribution has an in�nite variance, there
is a practical limit to the maximum �le size. Therefore we �x the maximum
permissible �le size and the median �le size; and randomly generate the sizes of
the videos hosted by our server. We take a previously published value (median
= 8.215 MB) to determine the minimum median value for the video size [11].
Even though results published by Barford et al. [3] suggest a Pareto distribution
for the density of the tra�c size, the rpareto function from GNU R's VGAM
package we employ for our analysis produces hardly controllable variates. We
therefore decide to replace it by the Weibull density which is implemented by a
rweibull function in GNU R's stats package. We choose the parameter values
k = 0.3 (shape) and λ = 30 (scale) to produce variates comparable to the above
mentioned medians and maximum values. We then generate 5000 variates with
Ms = 8.514, µs = 255.8, and maxs = 24680, where Ms refers to the median
video size; µs the mean video size, and maxs the maximum video size.

We then convert these �gures to bytes and add an o�set term to avoid a
0 byte video size. Gill et al. [11] use minimum payload sizes ranging from 452
to 95760 bytes for four di�erent Youtube traces. We pick a random clip of 1s
duration from Youtube and determine the minimum video size accordingly; it is
11500 bytes.

Based on these speci�cations we fragment a large video �le of approximately
25 GB into 5000 randomly generated video clips. The sizes of these clips follow
a Weibull distribution.

3.2 Video Popularity

Popularity refers to the number of times a particular video has been viewed in
the past. Researchers who study the statistics of video popularity assert that it
follows a power law5 [11], but because most existing video servers employ recom-
mendation systems, which make popular videos more popular (highly probable
to be viewed) and less popular videos even less popular (less probable to be
viewed), the distribution function experiences an exponential cuto� at the lower
end of the density function [25,7,5,16]. For our case, we do not employ a rec-
ommendation system and, therefore, the video popularity is assumed to obey a
power law. As a basis for establishing the parameter values of the power-law vari-
ates, we use actual values from Dailymotion as presented in [16] with α = −1.72,
and the maxv = 2, 895, 396.

3.3 View Gain

The video popularity serves as a basis for estimating the additional number of
views a video gains in future. Cheng et al. [7] derive a quantitative expression
for the view gain after x additional weeks as follows:

5the probability density function of a random variable x obeying a power law is
expressed as: f(x) = xα, where α.



v(x) = v0 ·
(x+ a)p

ap
(1)

where v0 refers to the present popularity of the video; a refers to the age of
the video in weeks at the beginning of the observation period and p refers to
popularity growth factor. Cheng et al. provide the plot of the CDF of p but left
out its mathematical expression. We perform a graphical analysis and estimate
the CDF with a Weibull distribution with W (2, 0.9). With this knowledge we
calculate the additional view gains for each video our server hosts. We will use
the terms view gain and popularity gain interchangeably.

3.4 Video Age

To determine a video's age, we use a parameter called video upload trend, α.
The upload trend of a video hosting server refers to the number of videos it hosts
each week: n = wα, where n refers to the number of videos currently hosted by
the server and w refers to the number of weeks the server has been active. The
upload trend of YouTube in 2008 has been estimated to be 2.61 [7]. Since our
video server hosts 5000 videos at the time of our experiment, for α = 2.61, the
oldest video should be 16 weeks old whereas the newest video is 1 week old.
Hence, �16 weeks ago� one video was uploaded and the �rst �le size variate is
associated with an age of 1. By applying the upload trend like this we calculate
d22.61e = 7 uploads for the second week (i.e., 15 weeks ago) and the next 7
request size variates are associated with an age of 2. After every request size
variates is associated with an age, we calculate the video gain for each video
using Equation 1. This procedure is repeated until the age of all videos are
determined.

3.5 Request Distribution

The view gain expresses the number of additional views a video receives on a
weekly basis. This term has to be broken down into days and the time of a day
to estimate the workload size per unit time. For our experiment, we consider it
su�cient to generate requests for a time span of one day. Therefore, we evenly
distribute the view gain (i.e., the number of requests) to the seven days of the
week, but a further even distribution of the daily requests to the 24 hourly
slots is not plausible, because repeated observations indicate that the daily load
of a multimedia server exhibits rather a wave-like distribution [11,31]. However,
results in [25,27] show that stationary can be assumed if the day is split into time
slots one hour or less. We thus employ a y-shifted cosine function to determine
the portion of workload for each time slot.

Mathematically, this portion is determined as:

As =

∫ u

l

cos(x) + 1.1 dx (2)



where u = 2π s
24 , and l = 2π s−1

24 with s = {1, . . . , 24}. Then, the amount of

requests a video v receives in the time slot s is expressed as: rvs = As

A ×gd, where
A =

∫ 2π

0
cos(x) + 1.1 dx and gd is the view gain for day d.

3.6 Test Cases

It turned out that generating requests for all the �les the video server hosts over-
whelms the physical machine due to contention at the disk drive. This problem
can be addressed in two di�erent ways: 1) By reducing the number of available
videos on the server, since the user request rate depends on this quantity (the
larger the number of videos the server hosts, the larger the number of users it at-
tracts); and (2) by scaling down the initial popularity of the video �les since the
view gain per week (and thus, per time slot) directly depends on this quantity.
Similarly, the view gain for each video can be scaled down. For our experiment
we adopt the �rst approach.

With our server con�guration, a workload generated for 300 videos slightly
overloads the sever (in terms of system load average6). When the number of
videos is reduced to 200 videos, a low to medium load is generated on the server.
When the number of videos is reduced to 100 videos, then the server has suf-
�cient resources to accommodate user requests (low system load average). We
considered these three scenarios to generate di�erent request distributions and
to analyze the relationship between the statistics of the workload generated by
users and the statistics of the videos hosted by the server.

4 Observation and Analysis

In this section, we analyze the relationship between the statistics of (1) the
service time for individual requests and the size of individual requests (work-
load size) (2) the workload size and the video size. In all our investigation, we
shall focus on the probability distribution function (CDF) because this function
su�ciently expresses a random variable.

As mentioned in section 1, the workload of a video server is a convolution of
two random variables, namely, the request arrival rate and the size of individual
requests. Another way of representing the convolution operation is to model
these two random variables as components of anM/G/1 queuing systems where
request size directly determines service time. Thus, we expect to see a strong
correlation between the service time and the request size.

Two parameters mainly in�uence the distribution of request sizes: 1) the
amount of available videos on the server and 2) the popularity (view) gain of
each video in each time slot. We consider both parameters and generate six
di�erent types of workloads: We vary the number of available videos to 100, 200,
and 300 and we consider four di�erent types of workloads which are produced

6The load average refers to the average length of the CPU run queue. If this length
is greater than the number of logical cores, we consider the server to be overloaded.



under the assumption that the hosted videos have initial video popularity (v0
in Equation 1) distributions obeying power law (for all the video sets), normal,
uniform, and gamma distributions (for the 200 video set). Fig. 1 shows the
complementary cumulative distribution functions of the di�erent view gains we
consider to produce the workloads.
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Fig. 1: The frequency-rank (CCDF) plot of the initial video popularity.

Varying the amount of available videos changes the parameters of the video
size distribution while varying the popularity distribution changes the popularity
gain and thus, the distribution of the request size. We perform the experiments in
the time slots between 16:00 and 19:00 o'clock. However, in this paper, we shall
limit ourselves to the analysis of the experiment results of the time slot between
18:00 and 19:00 o'clock (this is the time slot with the highest request rate). The
experiment data for the other time slots do not lead to di�erent results.

4.1 Service Time vs Request Size

One of the most critical parameters to evaluate the performance of a server is
the service time as seen by clients. We de�ne this time as the time span begin-
ning from sending a request up to the time the requested video is downloaded
completely. Technically, it is the time span beginning from starting to establish
an HTTP session (wait time) until the HTTP session termination (download
time).

The wait time (the time needed to establish a session) does not much depend
on the request size; instead, it depends on the request arrival rate. Even so, the
wait time is very small compared to the download time and can be neglected
� the mean wait time that can be experienced under a heavy load is below



0.08 second whereas the mean service time under the same condition is 13.18
seconds. Therefore, the service time can be approximated by the download time,
which depends on the size of the video being downloaded. Hence, we propose to
estimate the service time in terms of the request size (video size) using a linear
model.
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Fig. 2: Comparison of the cumulative distribution functions of the experimen-
tally obtained and the estimated service times when the available videos for
downloading are (top: from left to right) 100, 200, and 300. The workloads are
generated with a power law distribution initial video popularity. Bottom: the
available videos on the server are 200, but the initial video popularity follows
(from left to right) normal, uniform, and gamma distributions.

Fig. 2 displays the relationship between the CDFs of the actual service time
we measure and the service time we estimate from the size of incoming requests.
While the graphs show deviations in the lower end of the distributions, the middle
parts and the upper ends match comparatively well. To evaluate the goodness
of �ts, we calculate the R2 values. The best estimation is achieved when the
initial video popularity has a gamma distribution (R2 = 0.8132) whereas the
worst estimation is achieved when the initial video popularity follows a uniform
distribution (R2 = 0.648), which is reasonable, since a video popularity rarely
follows a uniform distribution in reality. In general, the results suggest that the



assumption that a linear relationship exists between the service time and the
request size is a plausible assumption.

From the graphs it can be observed that the deviations between the CDFs of
the actual and the estimated service times start to increase at values below 0.1
which comprise the lower 0.5 quantile of the values. There can be two reasons for
this: 1) the lower-bound of the service time is �xed by the minimum wait time and
the data rate of the network interface card. For our experiments the minimum
wait time is 0.00257 second. 2) Due to the heavy-tail nature of the video size
distributions, the request size is heavy-tailed as well (we shall discuss this fact
shortly). In this case, the linear model produces better results for larger values of
the request size than for smaller values. Since the request size comprises a range
between six (for 100 videos) and seven (for 300 videos) orders of magnitudes,
but the service time only between �ve (for 100) and six (for 300 videos) orders
of magnitudes, it may not come as a surprise to observe a larger deviation at
the lower end of the CDFs.

4.2 Request Size vs. Video Size

Likewise, we examine the existence of a relationship between the statistics of the
request size of a workload (client-side property) and the statistics of the video
size on the server (server-side property). Similar to the previous test cases we
vary the amount of available videos on the server and the distribution of the
initial video popularity to generate di�erent workloads.

As can be recalled, the video size for all the test cases obeys a Weibull
distribution, but each test case results in a di�erent scaling factor. On the other
hand, the workloads generated for each test case are dissimilar with each other
because of the di�erent popularity distributions we selected. Regardless of these
variation, the graphs in Fig. 3 con�rm that the distributions of the size of videos
on the servers exhibit strong similarity with the distributions of the request size
produced by users (it should be noted that both the distributions of the video
size and the request size are measured in byte).

Interestingly, for all the test cases, the CDFs of both the request and the video
sizes can be estimated by Weibull distributions. Tab. 1 and Tab. 2 summarize the
shapes and scales of the two random variables for all the test cases we considered.

The above results clearly show that regardless of the distribution of view gain,
the statistics of the request size can be su�ciently determined by the statistics
of the size of the videos hosted by the server.

5 Conclusion

In this paper we analyzed the characteristics of a video server. We generated
probabilistic workload and examined the relationship between server-side statis-
tics and workload properties. In particular, we studied whether the probability
distribution function of the request size - a property which is not in�uenced by
the server con�guration - is related to the probability distribution function of
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Fig. 3: Comparison between the cumulative distribution functions of the video
size on the server and the request size generated by users when the available
videos for downloading are (top: from left to right) 100, 200, and 300. The work-
loads are generated by a power-law distributed initial video popularity. Bottom:
the available videos on the server are 200, but the initial video popularity follows
(from left to right) normal, uniform, and gamma distributions.

the size of videos hosted by the server. We found that the distribution function
of the request size resembles the distribution function of the �le size despite the
fact that the distribution of the workload size is technically a convolution of the
distribution function of the video size and the distribution function of the video
popularity. Furthermore, we examined the relationship between the statistics of
the service time and the workload size. We found that a linear relationship exists
between the workload size and the service time.

We thus con�rmed our assertion that the performance (service time) of a
video server can be su�ciently predicted by examining the statistics of the video
�les it hosts.
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