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Abstract—Wireless sensor networks supporting aggressive
sampling in harsh environments (to deal with high packet loss or
to provide reliable data from sensors such as 3D accelerometers
and 3D gyroscopes) require transmission schemes which can
achieve a relatively high throughput. Existing contention-based,
low-power listening MAC protocols are not apt for these types
of networks because their channel utilisation is considerably low.
In this paper we propose a hybrid burst transmission scheme
to achieve high throughput between static relay nodes, such as
nodes deployed on a civil infrastructure (bridge or building).
Our transmission scheme deals with link quality fluctuations and
adaptively adjust the number of packets that can be transmitted
in burst. Its essential features are relying on statistics that are
obtained (1) offline and reflect the long-term characteristic of a
link and (2) online and reflect the short-term link quality fluctua-
tion. We experimentally compared our transmission scheme with
two proposed state-of-the-art schemes in terms of throughput,
transmission delay, packet loss, and energy consumption. We
implemented all transmission schemes and integrated them into
the TinyOS environment and the TelosB platform.

Index Terms—Burst transmission; link quality estimation; link
quality fluctuations; wireless link; intermediate links

I. INTRODUCTION

Wireless sensor networks supporting aggressive sampling
to deal with noise, interference, or harsh environmental con-
ditions are crucial for many applications, such as monitoring
the integrity of buildings and bridges. In the case of bridges,
for example, the movement of structural elements (suspension
cables, deck, towers) as well as cars can interfere with radio
transmission and produces high packet loss [1]. Similarly,
sensor nodes deployed on buildings may experience harsh
interference and noise coming from femtocell and WiFi trans-
mitters as well as from other sources. At the same time such
networks are highly constrained by exhaustible batteries which
may not easily be recharged or replaced. Consequently, provid-
ing robust and energy-efficient packet transmission schemes is
crucial for deploying reliable wireless sensor networks.

One of the most formidable challenges in harsh environ-
ments is dealing with link quality fluctuations. Often statistics
pertaining to link quality fluctuation is required to determine
when and for how long nodes should transmit or refrain from
transmission. As a result, link quality fluctuation is an active
research area in the context of IEEE 802.15.4 standard [2], [3],
[4] and [5]. Moreover, several link quality assessment metrics

have been proposed to predict the success probability of
transmitting packets in bursty links, among which are Packet
Reception Rate (PRR) [6], [7], Acknowledgement Reception
Rate (ARR) [8], Expected Transmission Count (ETX) [9],
[10], [11] and Conditional Packet Delivery Function (CPDF)
[12], [13].

One of the limitations of these metrics is that, regardless
of the cost and complexity of obtaining them, they have been
so far employed to determine the success rate of transmitting
a single future packet. The justification is that since link
quality fluctuates considerably, the correlation between the
past n packets and the future {m : m >> 1} packets is
typically weak and, hence, relying on past statistics to transmit
a large amount of packets would result in poor performance.
This assertion, however, does not take long-term correlation
into consideration and is valid only to short-term fluctuations.
In certain deployments (where we have, for example, an
oscillating bridge or a predictable traffic pattern) the long-
term link quality fluctuation can be regarded as stationary in a
statistical sense, in which case, it can be useful for predicting
state transitions, where each state may represent a unique
short-term fluctuation.

In this paper we propose a burst transmission scheme for
wireless sensor networks by taking both long-term and sort-
term link quality fluctuations into consideration. The statis-
tics corresponding to these fluctuations are obtained in two
phases: offline and online phases. During the offline phase,
we model link quality fluctuation with a two-stage Markov
process. The model (a) classifies link quality into different
states and determines the transition probabilities between the
states; (b) estimates the average number of packets that can
be transmitted in each states and (c) the expected duration
of a link staying in a particular state. During the online
phase, the transmission scheme takes the short-term statistics
of received acknowledgement packets to predict the most
probable future state and the associated burst size. As a
summary, the contributions of the paper are the following:

1) Using data collected from our sensor network, we stud-
ied the temporal characteristic of channel state varia-
tions.

2) Using discrete Markov models, we established a rela-
tionship between a state and the expected number of



packets that can be transmitted in burst.

3) We implemented and integrated our transmission scheme
into the TinyOS operating system for the TelosB plat-
form.

4) We quantitatively compared the throughput, latency,
packet loss, and energy consumption of our model
with two proposed approaches, namely, (a) the S-factor
[13], which is a burst transmission scheme developed
at Stanford University; and (c) an online adaptive burst-
size estimation technique [14], which is developed at
RWTH Aachen University (Germany).

The rest of the paper is organized as follows: In Section II,
we review work on bursty links and transmission schemes for
bursty links. In Section III, we introduce our approach and
the three steps required to develop our transmission scheme.
In Section IV, we define the system architecture of our online
transmission scheme and in Section V introduce the online
algorithm. In Section VI, we present the implementation and
quantitative evaluation of our transmission scheme and com-
pare its performance with existing state-of-the-art approaches.
Finally, in Section VII, we provide concluding remarks and
future work.

II. RELATED WORK

Link quality estimation is a critical aspect of efficient and
reliable packet delivery in wireless networks in general and
in wireless sensor networks in particular. Experimental results
suggest that the quality of wireless links fluctuates and this
fluctuation can be broadly categorised into three regions: good,
intermediate, and poor. The burstiness of wireless links is
a well established fact and has been closely investigated by
recent studies [13], [15], [16]. The effort of dealing or copping
with link burstiness can be divided into three main categories;
offline, online, or hybrid approaches.

A. Offline approach: Long-term characteristics

Srinivasan et al. [13] propose the 3 metric to measure
the burstiness of a wireless links. S is calculated by using
a conditional probability packet delivery function (CPDF),
which determines the probability of successfully delivering the
next packet after n previous packets have been successfully
delivered or failed. A value of 8 = 1 and S = 0 represents
a perfectly correlated link and an uncorrelated link, respec-
tively. The key finding of the work is that the percentage
of intermediate links for inter packet intervals greater than
500 ms is almost the same. This suggests that halting a
transmission for 500 ms after a packet transmission failure
can improve the packet reception ratio. However, [ cannot
determine the length of reliable and unreliable transmission
periods, which are important to efficiently schedule packet
transmission. Furthermore, 5 does not handle short-term link
quality fluctuations because it considers all types of failures
as similar. Furthermore, as Alizai et al. [14] observe, /3 is not
suitable for online estimation as it requires a large amount of
data to achieve a 95% confidence interval.

Munir et al. [17] define link burstiness as a period of
continuous packet loss and propose a scheduling algorithm
which produces latency bound for real-time periodic streaming
of a large amount of packets. The authors introduce B4
and B,,;, to characterise the maximum number of consecutive
packets loss and the minimum number of consecutive success,
respectively. To calculate these metrics, they performed an
empirical study for 21 days and collected traces of packet
successes and failures for different links. An offline packet
transmission schedule then computes transmission and in-
termission periods based on B,,,, and B,,;,. The authors
observe that the most frequently observed consecutive success
is Byin = 1 which means the transmission scheme should
transmit a single packet followed by an intermission period
which corresponds to B, ... This, however, does not correctly
reflect the condition of most real links where good and stable
links can be observed.

Wen et al. [15] propose an offline transmission scheme that
uses the conditional probability distribution function of SNR
fluctuations to estimate the expected reliable and unreliable
transmission periods. Their approach employs an SNR thresh-
old above which a link is considered to be good and stable.
However, empirical studies reveal that the SNR varies between
3dB to 21dB in most intermediate links in which case the
approach of Wen et al. potentially results in under- and over-
estimated burst periods. Furthermore, the expected burst-size
is fixed, as the proposed scheme regards only the long-term
link quality fluctuation.

Recently Ansar et al. [16] propose a two stage Markov
model to characterise link quality fluctuation. Hence, link
quality is categorised into k states and the transition proba-
bility between the states is computed by transmitting a large
amount of packets in burst. The proposed scheme attempts to
address three questions pertaining to link quality fluctuation:
1) Given that a link is in a known state (for example, in
a good, intermediate, or bad), how long will it stay in that
state? 2) Given the link is in a known state, what will be the
most probable next state? 3) Given the link quality can be in
one of the k states, what is the optimal number of packets
that can be transmitted in burst in that state? The limitation
of the approach is that it poorly reacts to short-term link
quality fluctuation, as the proposed scheme is optimised for
long term link quality fluctuation. Moreover, there is no real-
time feedback mechanism to correct wrong state transitions.

B. Online approach: Short-term link quality

Alizai et al. [14] combine two different metrics to charac-
terise link quality fluctuation and to determine the number of
packets that can be transmitted in burst. These are MAC3 and
the expected future transmission (EFT). MAC3; is calculated
by taking the moving average of incoming acknowledgement
packets (the window for the moving average was set to 100).
The authors experimentally determined that the probability of
successfully transmitting a future packet increased to 80%
given that the past 3 consecutive packets were successfully
transmitted. The probability does not increase appreciably if



the number of successfully transmitted past packets increases.
So, MAC3; calculates the probability of successfully transmit-
ting n number of packets in future given that 3 consecutive
packets were successfully transmitted in the past. Then EFT
averages the number of packets that can be successfully
transmitted in future given 3 past consecutive packets were
transmitted successfully. This is set as the burst size. While
the approach of Alizai et al. is interesting, it has two draw-
backs. Firstly, the moving average is slow to “perceive” short-
term fluctuations and react to them (as we shall show this
experimentally). Secondly, whereas the number of packets that
can be transmitted in burst is determined, it is not clear how
long a transmitting node should pause before the next burst
transmission begins.

Brown et al. [18] introduce BrustProbe, a mechanism to
measure link burstiness (B4, and B,,;,) online to address
the drawback of the approach proposed by Munir et al. [17].
Hence, the authors embed probing slots in the transmission
schedule to probe and estimate link burstiness online and
to share this knowledge among neighbour nodes. The probe
mechanism is more reactive for capturing burst periods. The
limitation of the approach is that it requires extra time slots
to measure link burstiness. The proposed technique relies on
TDMA scheduling which require tight time synchronization.

C. Hybrid approach

Liu et al.[19] employ a Hidden Markov Model (HMM) to
estimate periods of poor channel quality (pushback period
k). If a transmission is successful, the next packet will be
transmitted immediately; if, however, a transmission fails, then
the next transmission is pushed back by k-slots. The limitation
of the approach is its difficulty to deal with independent losses
as transmission is halted on a single failure (similar to [13]).
Secondly, the scheme is computationally expensive as extra
time is required to calculate the pushback period for each
failure. Thirdly, it is not clear from the paper for how long
the channel should be observed or how much statistics should
be gathered from the link to compute the probability of success
or failure.

In this paper, we propose a hybrid approach that takes
advantage of both offline and online models. Our aim is
to characterise the long-term link quality fluctuation with
statistics that are obtained offline and to employ the statistics
of received acknowledgement packets to deal with short-term
link quality fluctuations. Our approach uses burst transmission
to gather sufficient statistics and to use this statistics for
determining when and for how long nodes should transmit
packets in burst. It also determines the expected duration nodes
should abstain from transmitting packets when link quality is
bad. The online statistics are used to fine-tune and calibrate
the offline model.

ITII. OFFLINE LINK QUALITY FLUCTUATION MODEL

In Section II, we mentioned that the research community
classifies the quality of a link as good (ARR ~ 1), intermedi-
ate (0.9 < ARR < 0.1), or bad (ARR < 0.1) [20], [13] (we

shall introduce ARR shortly). Of these, the success of packet
transmission is the least certain in the intermediate state (in
the good state packet delivery rate is high whilst in the bad
state it is low). Thus, an efficient packet transmission scheme
should (1) recognise in which of these states a link is likely to
be found in the immediate future and (2) how many packets
should on average be transmitted in burst in each of the states.

Commercially available transceivers make link quality in-
dicator metrics available to higher layer services including
received signal strength indicator (RSSI), link quality indicator
(LQI), and background noise level. Nevertheless, it is not
possible to establish a deterministic relationship between these
metrics and the success of packet delivery. Packets can be
successfully transmitted with a certain probability even when
the metrics indicate that the link is not good and can be
lost even when they indicate that it is good. Srinivasan et
al. [8] introduce a metric called Acknowledgement Reception
Ratio (ARR) to summarise the relationship between successful
packet delivery and signal-to-noise ratio (SNR).

ARR is computed as follows: First, a sequence of packets
(for example 1000 packets) are divided into a set of subse-
quence (10 packets per subsequence). Each subsequence is
transmitted in succession and each packet in a subsequence is
acknowledged when it is successfully received (say 7 packets
are acknowledged). Then for that subsequence, the ARR is
the ratio of the number of successfully received acknowl-
edgement packets to the total number of transmitted packets
(7/10 = 0.7). The SNR of that subsequence is the average
SNR of the successfully received ACK packets. Likewise,
all the set of subsequence (for our example which equals
(1000/10 = 100) is transmitted, the ARR is produced for
each subsequence, and the corresponding SNR is computed.
Then a 2-dimensional graph of ARR vs. SNR is plotted to
summarise the relationship between the two quantities. The
merit of this approach is that the quality of a link can be
evaluated independent of the distance of separation between
the transmitter and the receiver and physical layer parameters
such as the transmission power and the specific channel
allocated. The weakness of the approach is that for a short
duration, the channel’s characteristic is assumed to be both
symmetrical and correlated to account for the SNR of lost
packets. We adopt this approach to evaluate the effect of link
quality fluctuation on successful packet delivery.

Figure 1 displays the relationship between ARR and SNR
for one of the links we established for our experiment. As can
be seen in the figure, packets are successfully delivered with
higher probabilities when the SNR is high (for SNR greater
than 7 dB, the probability approaches unity), however, one can
also observe the existence of successful packet delivery even
when the SNR is below 1 dB.

A. State Transition Probabilities

The second step in characterising link quality fluctuation is
determining the probability of transitions between link states
(bad, intermediate, and good) which signifies link quality
fluctuations during a continuous transmission of packets. The
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Fig. 1: A summary of relationship between the SNR and ARR
of a wireless link. SNR is computed as the difference between
RSSI and background noise power. A k-mean clustering is
used to cluster the link into one of the three link states.

subsequence of 10 packets we used above to compute ARR
can also be used to characterise a single state. Depending on
the number of acknowledged packets after the transmission
of the 10 packets and the average SNR, the corresponding
state can be classified as bad, intermediate, or good. After
the transmission of 1000 packets, we have a sequence of 100
states. We describe this sequence of states as a first order
Markov chain [21]. Hence, the fluctuation in link quality is
described by a state transition probability, which is computed
as follows:
= P (S,]S:) = 7MNHJ
Zm:l Nl‘}m
where a;; is the transition probability from state ¢ (.S;) to state
J (S5), M is the total number of states and N;_, ; is the number
of transitions from state ¢ to state j. An interesting aspect of
Equation 1 is the possibility of asking (and answering) the
following question: Given the channel is in a known state in
the beginning of slot 7, what is the probability that it stays in
the same state for the next d slots (as expressed by Equation 2).
This is an important question because it directly addresses the
question of link stability and state duration.
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The question can be answered using the following expression:
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Where a,, is the probability that the link quality is in
state n and remains in the same state in the next round of
transmission. Note that the plot of P, (d) for all d gives the
probability mass function for state n, from which it is possible
to determine the expected state duration (ESD) in which the
link quality stays in state n:

Z dp, ( = fa 4)

where, d is the duration required to transmit 10 packets in
burst and d,, is ESD expressed in d.

B. Burst Size in a State

After the ESD is determined, the next step is determining the
expected number of packets that can be transmitted in burst
in each state. The goal is to minimize the number of lost
packets. Once again we employ a first order Markov chain
for this step but this time we fix the number of states to
two, success (1) and failure (0). The sequence of received
acknowledgement packets during a test phase is used to
determine the state transition probabilities. Consider Figure 2
in which after 10 packets are transmitted in burst, the sequence
of acknowledgement packets is given. From the sequence
of acknowledgement packets, it can be seen that there are
altogether 9 transitions: once from 0 to 0, twice from 0 to
1, twice from 1 to 0 and four times from 1 to 1. Hence
the state transitions probabilities, in respective order, are:
boo = %,bm = %,bw = %,bn = %. Once the state transition
probabilities are determined, the expected number of burst size
can be calculated by applying equation 4. It must be noted,
however, that the sequence obtained in figure 2 is not sufficient
to produce reliable statistics. In reality, repeated experiments
are conducted to obtain the state transition probabilities.

01 11 10 01
10 11 11 00 11

Fig. 2: Sequence of acknowledgement packets signifying suc-
cessful or failed packets transmission and the determination
of state transition probabilities.

IV. ONLINE LINK FLUCTUATION MODEL

The offline model reflects the long term characteristic of a
link. Since state transition is a probabilistic phenomenon, the
model may make wrong transitions or may fail to “perceive”
short term proper transitions. The cumulative effect of both
cases may lead to a link fluctuation perceived by the model
which does not reflect the reality. To highlight this point,
consider Figure 3. Suppose at time 7, the offline model
accurately estimates that the channel is in state 1 (S7) and
according to Equation 4, the link quality should remain in the
same state for 8 time slots. However, Equation 4 estimates
the expected duration and the actual state duration may be
different from the one estimated by the model. In the figure,
for instance, the link quality changes to state 2 (S2) at time
7+ 2 and to state 3 (S3) at 7 + 5. In order to deal with these
types of short-term transitions, we propose an online model the
main purpose of which is to fine-tune or calibrate the off-line
model.

Figure 4 shows the components of the online model, which
are, a look-up table containing the state transition matrix
generated by the offline model, a channel state estimator,
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Fig. 3: A short term state transition that may not be “per-
ceived” by the offline model. The orange states indicate proper
transitions, the light-grey states indicate actual link quality
states, and the dark-grey states indicate the estimated link
quality state by the off-line model.

which evaluates the link quality metric of incoming acknowl-
edgement packets and determines to which state the current
link quality belongs, and a predictor, which estimates the next
state of a link and the number of packets that should be
transmitted in burst.

One of the challenges of relying on an online link quality
estimation mechanism is the difficulty of gathering sufficient
statistics. This is particularly the case for bad and intermediate
states, in which the number of successfully delivered packets
is few. Consequently, we defined a metric called conditional
probability of expected state duration (CPESD)! to simplify
our online estimation. The idea is as follows: suppose the
expected state duration for a bad state is 8. In other words,
once the link quality transits to a bad state, it stays there for
the next 8 state durations (recall that a single state duration
equals the time required to transmit 10 packets). The CPESD
expresses the probability that the link quality stays as predicted
by the model given that the past n states were as estimated
by the model. Figure 5 displays the CPESD of a bad state for
different links we established outdoors — 70% of the time, the
link stays as predicted by the offline model if it stays in the
same state at least for three consecutive state durations.

Channel (Ack Responses)
State
Estimator

action at

State

Current Channel

Radio

Lookup Predictor

Table

Fig. 4: The system architecture of the online link quality
estimator.

V. ALGORITHM
In order to illustrate how the online transmission scheme
functions, we fill the look-up table (Table I) with data obtained

IThe essential notion is first proposed in [22] and adopted in [13] and
[14].
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Fig. 5: Measuring the prediction accuracy of a bad state from
a short history.

[ Link state [ Burst size | ESD |
Good 10 6
Intermediate | 6 4
Bad 2 8

TABLE I: Expected state duration and burst size of different
states.

from the offline model for one of our links. Initially (in
the time slot 7), the burst transmission strategy transmits 10
packets in succession (the maximum number of packets that
can be transmitted in a single state). Based on the number
of packets which are successfully received and the average
SNR of the received acknowledgement packets, the channel
state estimator determines the current link quality state. If the
current link quality state is good, then the link quality remains
in the same state for the next 6 consecutive time slots and the
online transmission scheme transmits 10 packets in burst in
each subsequent time slot.

Suppose, however, after the initial burst transmission, only 2
packets are successfully delivered. Apparently, the link quality
is in the bad state. The offline strategy would have transmitted
for the next 8 state durations only 2 packets per state duration
(because the expected state duration for the bad link is 8,
according to Table I). However, we would not have sufficient
statistics to determine the short-term link quality fluctuation
during this time. Therefore, the online transmission scheme
considers the link quality of slot 741 as an intermediate state
and sends 6 packets in burst (this is indicated in Fig. 6). If
all the 6 packets are delivered successfully, the transmission

full burst
T 3 T+2

T+1! |
P T+2

T+3 t+4 t+5 746 Tt+7

Fig. 6: Online burst transmission strategy. G: good state, I:
intermediate state, B: bad state.



scheme considers the link quality as good and sends 10 packets
in burst in the next time slot (7 + 2) (indicated by the green
line in Fig. 6). If, however, 2 or less packets are successfully
delivered like in slot 7 4+ 1, the link quality is still in a
bad state, but the transmission scheme transmits 6 packets
in burst to gather enough statistics. If the SNR of the received
acknowledgement packets still indicates the state is in a bad
link in the time slot 7 4 2, then according to the CPESD, the
link has been in the bad state for the past 3 state durations
and will remain bad for the average duration determined by
the offline model (the next 5 states for our example). Hence,
it transmits only 2 successive packets in the next 5 time slots.
After 7+ 7, the online scheme determines the next state based
on the acknowledged packets for state 7 4+ 7 and repeat the
same procedure.

A summary of our online algorithm is given in Algorithm 1
where O, refers to the link quality state for the time slot 7;
CPES Dy, refers to the minimum number of state durations
which result in CPESD > 0.7; (for our case, CPESD;, =
3); Pry is the predicted state for the time slot 7 + 1, and
S; is the link quality states defined as good, intermediate, and
bad.

Algorithm 1 Transmission Technique
Input:O,., CPES Dy,
Output:P, 4
initialization:Sg = Good, S1 = Average, So = Bad
if O,#Sythen
if O, == S; where, i#0 then
if O, == 0O,_; then

| Count++
else

| Count=0
end
if Count < CPESDy;, then

| Pry1 < Sica
else

Stay for the duration of (ESD — CPESDyy,) in

state S;
end

end
else

‘ P, T4+1 O’T
end

VI. IMPLEMENTATION AND EVALUATION

We experimentally compared the performance of our burst
transmission scheme (we label it as O-DMB) with two pro-
posed approaches. One of them is the S-factor (labelled simply
as f3), developed at Stanford university by Srinivasan et al.
[13] and the other is the Bursty Link Estimator (labelled as
MAC;), developed at RWTH Aachen University by Alizai
et al. [14]. We implemented all algorithms and integrated
them into the TinyOS environment and the TelosB platform.
Then we deployed a wireless sensor network consisting of 14
nodes in an outdoor environment. The 14 nodes were placed

TABLE II: A summary of physical parameters used to estab-
lish the links.

[ [ Tinkl [ link2 | Tink3 | link4 | link5 |

d (m) 35 15 15 10 22
P (dBm) | 0 -10 0 -10 -3
IPI (ms) | 25 100 20 25 50

randomly; thus, the minimum and the maximum distances
between the nodes were 10 and 45 m. The wireless channel
we used for communication was channel 26 with different RF
transmission power levels ranging from the minimum to the
maximum (i.e., levels 1 to 31). We established 5 different links
for communication.

For our case (to establish the offline statistics), we trans-
mitted 2,000 packets in each link with an Inter Packet Interval
(IPI) of 20 ms and gathered from the received acknowledge-
ment packets RSSI, LQI, background noise, and timestamps
and determined (1) the number of distinct link quality states
for each link using a k-means clustering algorithm; (2) the
link quality state transition probabilities, (3) expected stable
duration for each state and (4) expected number of packets that
can be transmitted in burst for each state. These link quality
metrics are then entered in a lookup table and flashed to the
nodes to be referred to during online adaptation.

The 3 factor divides time into 500 ms slots and transmits
packets in burst within these slots. The number of packets
that can be transmitted in a single slot depends on the IPIL.
So with IPI = 20, 25, 50, and 100 (ms), a maximum number
of 50, 40, 20 and 10 packets could be transmitted in burst,
in respective order. When packet transmission fails (i.e, no
acknowledgement packet is received), S halts transmission for
500 ms and then resumes with the burst transmission until
the next failure occurs. BLE first transmits 100 packets in
burst and from the history of the acknowledgement packets,
it determines the size of the next burst transmission. After
each transmission period, a new acknowledgement sequence
is added to the link history.

We evaluated the performance of all the three transmission
schemes for a single hop link using the following metrics: (1)
Throughput: Number of packets successfully acknowledged
per second. (2) Transmission time: How much time is re-
quired to successfully transmit 'n’ packets. (3) Packet loss:
The number of lost packets after transmitting 'n’ number of
packets, and (4) Energy consumption: The energy consumed
by transmitting nodes to deliver 'n’ packets successfully.
Table II summarises the transmission parameters of each link.

A. Throughput

Throughput is an important evaluation metric in wireless
sensor network, particularly for aggregating nodes which are
closer to a base station. It refers to the speed with which a node
successfully delivers packets to its neighbour. In other words,
throughput refers to the number of successfully acknowledged
packets per unit time. We transmitted 20,000 packets with each
link by considering different IPI, as described in Table II.
Figure 7 compares the throughput of our scheme with the
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Fig. 7: Comparison of the throughput of the three burst
transmission schemes for different wireless links.

two online transmission schemes. Each bar graph represents
the average throughput of 10 repeated experiments. In all
the cases O-DMB has the highest throughput. The reason is
that O-DMB deals with short-term link quality fluctuations
by reducing the burst size when the link quality deteriorates
and resuming transmission with the maximum burst size as
soon as the quality of the links improves. On the other hand,
[ differs transmission for 500 ms as soon as it encounters
failure but regards all failures as similar even though the
underlying conditions are different. MAC3 has the longest
reactive time for short-term fluctuations since its history size
is fixed. Moreover, even for a longer observation period, the
expected burst size for MACj3 is comparatively small (between
6 to 10 packets per burst). Due to this small burst size the
history array holds outdated history and, as a result, the future
burst size is often wrongly calculated. The throughput of O-
DMB is twice higher than (5 and three times higher than MACj
on average.

B. Transmission Time

The transmission time (or delay) is another way of looking
at throughput. It refers to the time required to successfully
transmit a fixed number of packets. The term “successfully”
indicates that lost packets were retransmitted. Figure 8 displays
the time required to transmit 5000 packets successfully in
different links. In accordance with the results we observed
for the throughput, O-DMB performs better than the others
in all the links. The transmission time of O-DMB reduced
on average by half and three times in comparison to the
transmission time of 5 and MACs3, respectively.

C. Packet losses

Figure 9 compares the percentage of packet lost during
the transmission of 2000 packets in different links. As can
be seen, MAC3 has the highest percentage of packet losses,
apparently, due to its slow reaction to link quality fluctuation
and difficulty with determining the suitable burst size. 5 has
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Fig. 8: Comparison of the time required to transmit 500
packets successfully. Lost packets were retransmitted until all
the 5000 packets were successfully transmitted.
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Fig. 9: Comparison of the percentage of packets lost during the
transmission of 2000 packets with the three burst transmission
schemes.

the lowest packet loss because it halts packet transition as soon
as it perceives that a packet has been lost. O-DMB exhibits
4 to 10 percent higher packet losses in comparison to [3; the
reason is that O-DMB does not halt packet transmission on
a single failure; instead, it reduces the burst size for the next
slot.

D. Energy Consumption

In order to measure the amount of energy consumed by
transmitting nodes we moved the wireless sensor network
indoors and employed Yokogawa digital power analysers
(WT210). All the transmission schemes use the same con-
figuration and should deliver 2000 packets successfully (i.e.,
lost packets were retransmitted). The maximum sampling rate
the power analysers could support is 10 samples per second;
i.e., a minimum of 100 ms interval existed between samples.
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Fig. 10: Comparison of the energy consumption of the three
transmission schemes for successfully delivering 2000 packets
in an indoor environment (lab setting).

Therefore, in order to match the power sampling frequency
with the power consumption of the transmitting nodes, we
fixed the inter packet interval to 100 ms. Figure 10 shows
the actual energy consumption in watts-hour. The transmis-
sion scheme which resulted in the highest amount of energy
consumption was MACj3. The next was 3, because it has the
longer transmission delay compared to our approach. Ours
resulted in the least amount of energy consumption in all the
links.

VII. CONCLUSION

In this paper we motivated burst transmission over an IEEE
802.15.4 wireless link to enable a relatively high throughput.
In order to deal with link quality fluctuation and reduce packet
loss, we proposed a hybrid approach that combines offline
and online models. The offline model is a two-stage Markov
model which classifies link quality fluctuations into different
link states and associates transition probabilities to these links.
Furthermore, using the transition probabilities it estimates
the expected duration for each link state and the expected
number of packets that can be transmitted in burst in each
state. The offline model is optimal to characterise long-term
link quality fluctuation. The drawback of the offline model
is that it may be unable to deal with short-term fluctuations.
The online model, on the other hand, “perceives” short-term
link quality fluctuations and attempt to make appropriate
transitions. Consequently, the integration of both models into
a unified transmission scheme enables to deal with both short-
and long-term link quality fluctuations.

We implemented our transmission scheme and two ad-
ditional state-of-the-art burst transmission schemes (5 and
MAC3) and integrated them into the TinyOS environment
for the TelosB platform. We deployed a wireless sensor
network consisting of 14 TelosB nodes in indoor and outdoor
environments and experimentally compared the performance
of the three transmission schemes in terms of throughput, bulk

transmission delay, packet loss, and energy consumption. Our
scheme produced the highest throughput, the shortest trans-
mission delay, and the least amount of energy consumption
but 5 produced the least packet loss while the performance of
MAC;3 was the worst in terms of all the metrics we defined.
This is because MAC3 has slow reaction time and difficulty
with obtaining the optimal burst size suitable for the current
link quality.
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