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Abstract— Security remains a major topic in today’s networks. Common Intrusion Detection Systems (IDS) are able to detect
Especially in the mobile area there are many security issues potential harmful operations even at the time when theyearis
that have not yet been satisfactorily addressed, let aloneeen If they are proactive we speak of Intrusion Detection and
solved. Most of the security mechanisms and techniques uséa . .
wired networks tend to rely upon a fixed network topology. For Response Systems. U.nfortungt_ely, the setup and configorati
example, firewalls and Intrusion Detection Systems are pla Of these mechanisms is not trivial. On the contrary, one sieed
at central points of a network and configured with a model of a profound security knowledge for these tasks. What is more,
the network’s structure to control and analyse the data flows there is a need for constant maintenance and surveillance
transfered for harmful content. If at all, adopting these measures during operation. Altogether this is far beyond the alkiti

for the mobile world is not easy due to its dynamically changig f bile device’ Far t ften he i
environments and the mobile device’s resource constraintthat ©O' @ MODIIe devices common user. Far oo often he IS even

do not allow demanding analyse tasks. In this paper, we pres¢ NOt aware of possible security threats. Consequently,ter t
our work in progress of developing a system architecture for mobile world we need self-protecting systems acting more or
cooperative and self-protecting mobile devices. Our apprch |ess autonomous.
is based on the assumption that a mobile network can be A second drawback applying current network security prin-
protected by securing all participating devices or at leastall . . . . .
honest participating devices. Thus, we no longer insist on global ciples to mobile environments arises from the muI'FI-Iaybre
view of the network but on several local views. To make these Structure of common state-of-the-art network securitytstr
views as precise as possible and to avoid serious performanc gies. They typically define several defence lines trying to
bottlenecks on a single device we propose a strategy for coimy  protect a network as a whole. As a result, the network stractu
trusted mobile devices together into a cooperating group. becomes a part of the configuration of the implemented
security measures. The mobile world with its often changing
environments renders such an approach impossible. Instead
Like all networks today, mobile networks are exposed towae postulate the best-possible protection of each singlieele
multitude of threats. As mobile devices are used in differein accordance with the weakest-link paradigm [2].
possibly not trustworthy environments they are even moreln the remainder of this article we describe the challenges
at risk than common ones. What is more, recent survegssystem architecture for self-protecting mobile devicas to
have shown that mobile devices exceedingly endangermgistmeet. The key contributions of the paper are the identificati
networks as they provide an opportunity for an attacker wf basic building blocks for such a system as well as the
avoid security defence lines like a firewall or a VPN gatewagiiscussion of how to enable collaboration between differen
[1]. Thus, we have to put more effort into the development afevices in order to improve their individual performance.
secure mobile devices. Section Il provides an overview of our proposed system
Today, we generally distinguish between preventive aradchitecture. This includes the concept of loose and close
supervisory measures to secure a computing device. Piewentooperation groups for sharing information and resources
measures try to avoid security threats by suppressing patenrespectively (section 11-D). Thereby we intend to improtae t
harmful actions. This can be realized by rather “simple’htec accuracy and efficency of a single device when identifying
nigues to control the access to system resources (e.g. fisewan attacker. However, this approach raises new securitg$ss
and anti-virus software) or by more sophisticated techesquthat are discussed in section II-E. The main concern is how
like Virtual Private Networks utilizing cryptographic mes to protect the communication between previously unknown
to protect network traffic from wiretapping. On the othedevices in the absence of central components and how to
hand supervisory measures are used to detect abnormatsydtalance the individual risk of relying on false informatidn
behaviour. For example log monitors check the system filesafder to meet these challenges we present a survey of dtate-o
any unwanted action has happened in the past. This includes-art trust models in section Il and analyse their agpion
the actions of preventive measures, e.g. if the traffic of ta our distributed IDS scenario. Section IV gives an ovewie
specific network address was correctly filtered by a firewalbf the current status of our prototype implementation whsre

I. INTRODUCTION



related work is summarized in section V. We close with eomputing a major question thereby remains how to decide
conclusion of the results already made and a brief summampen security measures can safely be automated and hidden
of open problems as well as the next steps planned. from the user and when an user interaction is indispensable.
To get reasonable user input the “questions” asked must be
formulated according to his abilities. In other words, the
As we have already stated in the previous section a seCgi@nularity of the informations presented to the user mest b
mobile device must comply with several more requiremengﬂjusted to meet his standard of knowledge.
than deViceS in common Wired netWOI’kS dO. These additionalThere a|ready exist several attempts for such Systems in
requirements result from an ordinary user's lack of seguripyractice like anti-virus tools running in background aneck
knowledge as well as from the more dynamic structure @ig data for an infection when it is accessed. Usually, thex us
mobile environments. Therefore, a secure mobile devicet My es not notice these tools. Only in case of an incident he is
be as far as possible self-protecting, i.e. it must autaralyi asked if the respective file should be cleaned, wiped out or
defend itself against malicious attacks. Furthermoreh@sd quarantined for a later detailed inspection. The same eppli
use early warning to anticipate such events. This can R personal firewall software on common desktop computers
realized with the means of autonomic computing [3]. Althbugthat blocks unwanted network traffic. Unfortunately, as ex-
in the genesis of autonomic computing research focussed gérience shows, these approaches are limited as they reveal
large-scaled systems like data management or web senjersife complexity underhood when it comes to the question of
there is also the demand for autonomic personal computiggnfiguration: what kind of traffic is unwanted, how can a new
devices. However, autonomic personal computing is a Rifrus be detected, how can a a virus be extracted from a file?
harder to achieve as it has to share the goals of persop@ pelieve that a future system must adaptively seek out and

computing with those of autonomic computing [5]. leverage the user's (growing) knowledge to overcome these
In the following we summarize our approach for a selfimitations.

protecting mobile device. For more details we refer to [6].

Figure 1 depicts an architectural model of our system desidh Security Incident Recognition

It basically consists of three components that are destiibe  To be able to protect itself a device has to detect a security
detail in the following subsections. breach first. This is realized by the security incident retog
tion component (SIR). Basically, the SIR consists of a host-
based intrusion detection system observing the mobilecdevi

Il. SELF-PROTECTINGMOBILE DEVICES

Adaptive User Interf: . . . .. . .
epive fseriniertace itself and its environment. This is realized by controlli
Counterr ’"Szﬁ',’,’usfi TA/en Messages : .
e ey local network traffic and the local system behaviour. If the
roley SIR detects a (possible) harmful action it informs the react
‘ Poley Processing ‘ Sorts ‘ Poley Processing ‘ manager who decides about further operations.
l’g&g':;‘%"a,,,m, Even',"g,e;g;{ o s The SIR’s layered architecture results from two important
‘ ‘ - ‘ ; ‘ design goals:
Event Processing —Localy, Event Processing ) 3 . ) .
e o Separation of mechanism and polick: security policy
l"ﬁ"’“’”e’ F”“’”eé’rr‘liﬁ% typically depends on the environment it was specified
‘ Data Capture ‘ for. Thus, in changing environments like mobile ones a
. policy must be frequently adopted to new parameters. By
. n 5 o clearly seperating the specification of a policy from the
aw | aw ountermeasure lemote . . . .
System Cails Network Packets l_D/‘recﬁvss Notifications mechanisms needed for its observation we achieve both
‘ ' ' implici xibili inci
1 U S simplicity and flexibility as demanded by the principles
System Calls Network Interface Of aUtonomiC ComPUting'

« Efficient operation suitable for low-performance devices:
Common mobile platforms suffer from several resource
Fig. 1. Basic System Architecture of a Self-Protecting Metevice constraints like processor speed, memory and battery

power. By filtering the processed data in several layers
. we keep the resource requirements as low as possible to

A. Adaptive User Interface assure a smooth functioning of the overall system.
Complexity of use remains one of the most challenging )

obstacles of current information technology. Especiatigis ¢ Réaction Manager

rity solutions are ill-reputed for being difficult to use [7The The reaction manager is quite similar to the SIR. Both

adaptive user interface on top of our multi-layered arattitee have a layered architecture in common resulting from the

tries to minimize the risk of configuration errors as well asame design constraints mentioned in the previous section.
to enhance the usability of the whole system even for nohlowever, the reaction manager tasks are more high-level. It
experienced users. Examples for the design of such systdmghe central control instance for the suppression of harmf
can be found in [8] and [9]. In the context of autonomiactivities. For this purpose it initiates local countersieas



have such previous knowledge of each other. We can also not

Charlie g - @
& \@< rely on the availability of a trusted infrastructure. Toget, this
&

- e, - "'“\ Eve makes the usage of cryptographic schemes difficult. In close
_,;:".1 mmm=—T -\@}a\m cooperatipn groups utilizing m(_achanisms simila_lr to theipgi
\W& process in Bluetooth [10] might be a solution. Bluetooth

\g/ pairing is used in link establishment between two devices. |
2 Tooss Cacpsution Gioup involves the same personal identification number (PIN) dpein
entered into each of the devices being linked, resultindhén t
Close Cooperation Group generation of a symmetric link key for the encryption of the
data traffic thereafter. For loose cooperation groups, lewe
Fig. 2. Improving Attack Detection by Cooperation this approach is not practical as the devices are to far away

from each other to exchange the PIN. Peer-based mechanisms
like the web-of-trust used in PGP [11] might be a solution
by sending corresponding directives to the local operatifg this scenario but although they do without central essiti
system, e.g. blocking a specific network address or sudpessthey still rely on the fact that most of the peers know each
a specific system call. Furthermore, it controls the cod®1a other. Unfortunately, this assumption does not always fold
with allied hosts (see section 1I-D) by handling incominghe described scenario.
warnings from adjacent devices or by broadcasting securityas an alternative to traditional cryptography based séguri
notifications to its neighbourhood. It is also responsibletfie  echanisms we propose the utilization of trust to overcome
or_ganization of d_istributed protection measurementsttoge he just mentioned issuésBy doing so we intend to answer
with trusted appliances. two basic questions arising from new attack scenarios irthvhi
the collaboration itself is the target:
) ) . 1) How can | be sure that the information received has
Our approach is based on the asgumptlon tha_t a mobile not been altered if |1 cannot rely on any infrastructural
network can be protected by securing every single host. services or firsthand knowledge?
However, as each host has only a limited view of the whole 5y £yen, if | have protected the integrity of all transmitted

network — actually he only knows about the devices within data, how can | be sure that my counterpart does not try
his reach — the distinction between legitimate and harmfull ., \haat?

actions becomes a hard problem especially for mobile dsvi
with their resource limitations. To overcome these retits
we introduce the concept of cooperation groups.

We define acooperation groupas a set of several mobile ||
devices working together. Alose cooperation grous defined
as a cooperation group in which the devices are sharing their
resources whereaslaose cooperation groujs a cooperation Although being a rather young area of research in computer
group in which they only exchange informations. This Comcegcience there already exist several publications progosin
can be compared with a household and a neighbourhood in rdifflerent concepts and applications for trust and trust agen
life respectively. The participation in a cooperation guois ment. Artz and Gil did a very good job in discussing nearly one
managed by the reaction manager who takes care of joinih@”dre‘j computer science research works about trust which
and leaving a group. Figure 2 shows an example of seveldey briefly characterize in four directions: credentiakbd
mobile users working together in cooperation groups. Aliddust, reputation-based trust, general trust models, arsd in
has bound her personal devices (laptop, mobile phone dRfprmation sources [12]. The main problem with all these
PDA) into a close cooperation group so that her mobile cdpsearch work is that there is no common denominator about
delegate resource consuming tasks to her laptop. In additife used terminology. In [13] Viljanen describes an attempt
she is a member of a loose cooperation group with Bob afRiclassify thirteen computational trust models by onlyirigk
Dave, of whom she gets alarmed about the attacker Eve beft# account the input factors the trust decision is based on

D. Cooperation Strategies

ce _ . .
|—9|rst thoughts on that will be presented in the following
section.

ESTABLISHING TRUSTEDPARTNERSHIPS FORSECURE
COLLABORATION

she comes into her reach. She also presents an ontology of trust to be utilized in digit
business.
E. Security Implications In the following we first try to precise our view of trust be-

The difference between both types of cooperation groug_é’e we ident_ify requir(_ements of our distri_buted IDS ;céuar
can be defined by the level of trust the participants afdnally, we discuss existing trust models in preparationhef
meeting with. In today’s computing environments trust ieenf 9€sign and implementation of an appropriate trust model for
implemented using cryptographic means like encryption §ecurely collaborating intrusion detection systems.

signature schemes. However, these mechanisms rely on some _ _ . . .
first-hand knowledge like a pUbllC key or a trusted third part ease note that this statement is not quite precise as tisoe exist

' ] ) - some trust management schemes that use cryptographic msuisaike for
Unfortunately, in the domain described peers are likelytnot example credentials.



A. What is Trust anyway? C. Existing Trust Models

Trust has always been an essential part of our lives. WithoutToday, the most common trust models used in distributed
trust, there won't be hardly any interaction between peoplgystem design are either based on credentials or reputation
Consequently, it has been studied by sociologists, psgehofredentials are a good way to receive initial trust when
gists and philosophers for a long time [14]. However, we atgteracting with people previously unknown. Unfortungtel
more interested in the technical aspects of trust espgcial Wwhen presenting a credential this becomes also subject to
how automatically determine and process trust. Thus, we hdwst decisions. A solution for this is to employ a common
to agree on a definition of trust. trusted party to issue and verify credentials. Unfortulyate

The Oxford Dictionary [15] defines trust as the the availability of such a trusted party is hard to guararree

“belief or willingness to believe that one can rely on a mobile e_nvwonment. .
the goodness, strength, ability, etc of somebody or Reputation-based trust also relies on knowledge. It uses
something.” ’ ’ ' personal experiences to make a trust decision. Additignall

) ) one can also consider the experiences of others what we
Thus, trust enables people to cope with the uncertaintystiug 5| recommendation. As in credential-based approaches on
by the unpredictable behaviour — often called the free will possibility to trustworthy manage reputation is by using a

of the people they are trying to interact with. This uncemai cenyra), trusted third party. However, the vast majority of
rent research works follow decentralized approachessT

is also known as the shadow of the future. Jgsang [16] relatgs
although there are still some open questions [19] the use of

trust with malicious behaviour and differentiates betwaen
man beings (pationate entities) and systems (rationai@s)ti g;ch systems seems to be promising for our distributed DS
“Trust in a passionate entity is the belief that it  scenario.
will behave without malicious intent ... Trust in a
rational entity is the belief that it will resist malicious
manipulation by a passionate entity.” To validate our approach we have started with a prototype
A more mathematical definition is presented by Gambetta [17f7Plementation of its core components. Currently, only the
W . . . : ecurity Incident Recognition component is implemented. |
trust (or, symmetrically, distrust) is a particular . . . .
- - . . the remainder of this section we describe the status of our
level of the subjective probability with which an

. . . implementation and first validation results. For more dethi
agent will perform a particular action, both before . : , .
) . . ; explanations we direct the reader’s attention to [20].
he can monitor such action (or independently of his

capacity of ever to be able to monitor it) and in a  A. Prototype Constraints
context in which it affects his own action.”

IV. PROTOTYPEIMPLEMENTATION

We found our prototype implementation on the IEEE 802.11
A measure to describe this particular level of trust is chllg21] wireless LAN protocol for three reasons. First, the
a trust metric Based on Jgsang and Gambetta [13] statggscessary technical equipment is easy to achieve both in
that trust is neither symmetric, distributive, assoc®tivor terms of costs and availability. Second, wireless LAN affer
transitive. It is also important to record that trust is nalyo a promising playground for laboratory tests as there exist a
bound to entities but also to a specific acfiofihus, trust can multitude of possible attack techniques and even ready to

be defined as use exploits [22]. Third, the IEEE 802.11 defines modes for
“the extent to which one party is willing to par- infrastructural as well as ad-hoc networks.
ticipate in a given action with a given partner, Furthermore, we utilize the IDS functionality of an already

considering the risks and incentives involved.” [18]  existing IDS for wired networks called Bro [23] by extending
its functionality with additional means to monitor and ayza

B. Requirements of the Distributed IDS Scenario wireless networks. Bro is a Unix-based open source Network

The choice of an appropriate trust model for Securet)?trusmn Detection System designed for passively momitpr

collaborating IDS authorities is fundamentally influendad |gh-vp_ll_1me networks in r_eal-t|me. Its_ Intrusion o!etentlo
. . . ) capabilities are based on misuse-detection. The choid@rfor
three basic properties of our mobile setup:

- . was mainly influenced by two aspects. The first one is based on
1) We cannot rely on any central entities as they might nk |ayered system architecture. To cope with the huge asoun

be available all the time when travalling around. of traffic it was designed for it reduces the information to be
2) We must be able to interact with many nodes we haygocessed by consistently adding new abstraction levels wi
not seen before. each layer. Thus, Bro supports both design goals demanded in

3) We have to avoid excessive user interaction to assure §&tion 11-B.
usability even for unskilled users (see section IlI-A).
All three properties impede the initialisation of trustatbn- B. SIR System Architecture
ships. Figure 3 outlines the basic architecture of the SIR com-
ponent. It follows the layered system architecture of Bro
2Imagine your mechanic doing any medical surgery to you. by enhancing each layer to support wireless network traffic.



Please note that there are no modifications necessary to @eFirst Validation Results and Intended Improvements

capturing of network packets as the libpcap library used for 1, \ 5jiqate our prototype we analysed three common threats
this purpose already supports IEEE 802':,]'1' H.owever, we hﬁ’)dwireless networks: rogue access points, denial-ofiserv
to e_xtend the other_ Bro layers tq cope with ywreless netwo%d man-in-the-middle. For each of these threats we derived
traffic. In the following We are going to descr!be these 802.1; getection strategy which we then translated in a series
addons to the Bro architecture in more detail. of specific policy scripts. In the following we proved the
effectiveness of our policies during a laboratory test gsin
commonly available hard- and software.

"Standard Bro  |Generatedacions | 802.11 Addons | Defining a policy: The process of turning a detection

| Architecture | strategy for an attack into a Bro policy basically involves

\ specifying the appropriate event handlers defining howaaert
| Policy Scripts events should be interpreted. The challenge, howeverfisdo
a suitable detection strategy in the first place. As an exampl
we now discuss the derivation of a policy for detecting a
802.11 Denial-of-Service (DoS) attack. One way to conduct
a DoS attack described in [24] is to use some form of man-
agement frame flooding. For example, an attacker floods the
wireless network with spoofeDe-Authentication Framethat
seem to originate from the legitimate access point. Thuseno
of the legitimate client stations will be able to stay cortedc
with this access point. On the other hand, an attacker could
flood an access point with spoofe&lthentication Frames
simulating hundreds of individual client stations atteimgt

Introducing new policies to handle
802.11 security issues

Generated Events

TEvenr Handler Calls

Extending the policy language to take
care of the new 802.11-specific events

Policy Script Interpreter

\

\

\

\

\

\

‘ \
A

Event Handler Names | |

\

\

\

\

\

\

L Event Engine Adding new 802.11-specific events

b |

Generated Events

|
Introducing a dissection mechanism
to handle both wireless and wired

Network Analysis

Proteced Analyzer | Stanare Enaine DEwoRiaTe to authenticate with the access point. Eventually, the sscce
e Tﬁaw;&ke&e:m ********* point will be unable to respond to legitimate client reqeest
We analysed different kinds of management frame flooding
libpcap and found out, that they all have one or more of the following
characteristics in common:

« exceptional high frequency of certain management frames

« exceptional large number of different source addresses

« destination address set to broadcast address when it
should not

« use of invalid source addresses

Fig. 3. The SIR Component

Analysing 802.11 framesFirst, we added several addi-
tional routines to the Network Analyser to extract all imzont « unrealistic number of unique network names (SSID) on
information from IEEE 802.11 header fields and frame body. -

. ) a single channel
For example, we determine the link and frame type used. ) ,
Furthermore, we already do some preliminary processing of V& therefore try to detect flooding attacks by applying
data and control frames at this point. Based on the infonatiP@SiC sanity-checks on the received management traffic. For

extracted specific events are generated to trigger the cégpe example, we define several thresholds va!ues for the_ numk_Jer
policy scripts. of unique source addresses received during a certain period

o » of time (Authentication Flooding the number of unique

Defining 802.11-specific eventJo be able to generate network names per chann@éacon Floodinyor just the plain
802._11 specific events we first had to extend_ Bro’s E_Ve%quency of certain management frame types. Additiopally
Engine by such means. For the moment, we decided to simpfg check for invalid source addresses or the destinatiod fiel
map each management frame sub-type to a correspondi@g o multicast addresses where it is not appropriate.r€igu
event. Thus, the whole traffic analysis can be done at poligyshows our basic policy to detect authentication flooding
level providing us a maximum of flexibility. However, thisatiacks. The actual difficulty with this approach is to find
approach has to be revised most likely when performanggiiaple threshold values. Setting them too low would cause
becomes an issue. too many false alarms while setting them too high could mean

Enhancing the Bro Policy LayersLast but not least, that we miss less aggressive attacks.
we extended the Bro Policy Script Interpreter to cope with  Testing a policy:We evaluated our prototype in a labo-
the newly introduced 802.11 specific events. In particuar, ratory test using common hard- and software. Further detail
added built-in support for the 802.11 address type. To detebout the setup used during the lab test are shown in table I.
802.11 specific attacks we also had to implement several BroTable 1l summarizes the findings of our laboratory test.
Policy Scripts which will be described in more detail in thélthough the tests results are overall promising there ils st
following section. some space for improvement. For example, the detection of a



gl obal flooding_ interval : interval = 10 sec;
gl obal flood_counter : count = 0;

gl obal flood_threshold : count = 100;

event wW an_check_fl oodi ng() {

V. RELATED WORK

Our work was inspired by several publications aiming at

if ( flood couter > flood threshold ) { similar directions as our approach does. In [25] Ganger and
print "Flooding-Attack detected!"; Nagle promote a still informal approach to network secuirity
which each individual device erects its own security petane
flood_counter = 0; and compare it with the siege warefare analogy that insgiired
SChe\?\‘uLﬁ ]:;Ihgggl PPS'OSF ﬁr\(/)al { The idea of cooperating intrusion detection systems was firs
}: - - 'ng presented in 1996 by White, Fisch and Pooch [26]. Since then,
} there were several similar implementations like EMERALD
event W an_aut h(c:ieee80211_auth, [27], AAFID [28], Sparta [29] or Indra [30] all neglecting
channel : count) { the special needs of mobile environments. The importance of
) flood_counter = flood_counter + 1; new developments in this direction has been pointed out in
event bro_init() { [31]. Although the ongoing research in this area is tackling
schedul e flooding interval { the problems from different perspectives they tacitly rely
w an_check_f1 oodi ng() the existence of a central network hierarchy and ignore the
b existence of mobile ad-hoc networks [32], [33]. Most of the
} works in this area concentrate on routing issues, i.e. how to

improve the routing algorithms used to maintain avail&piln
the presence of cheating or misbehaving nodes [1], [34]. [35
Only few works are aware of the unique characteristics of

Fig. 4. Policy to detect Autentication Flooding

TABLE | . L .
Tests mobile ad hoc networks and their implications to the segurit
EST SETUP . . .
design. Like us, [36] considers the lack of a central defence
Attacker Debian GNU/Linux 3.1 (Kernel 2.4.29) line in mobile networks and demands a complete security-solu
Netge_éz_r XVGSllls((/)\éhzecr)gSé)chlpset, tion that integrates proactive and reactive approachasrspg
maawitl ariver .0o. . . .
Linksys WPC11 (Prism chipset, different o!ewces. However, although addressing the _case o]
hostap driver 0.4.1, airjack driver 0.6.6alpha) collaboration between trusted nodes they do not mention how
Monitor Debian GNLgLinUX( 3-hl (Kernﬁ_l 26.12) to implement this trust. [37] discusses the evolution olisiég
Netgear WAG511 (Atheros chipset, f :
madwif driver 15.05.2005) threats in wireless local area network_s. The authors aﬂg_alte t
Netgear MA521 (Realtek chipset, even though tremendous progress in terms of security has
- driver by Andrea Merello version 0.21) been made there still exist potential threats. Only theirety
Victim Windows XP Professiona’ SP2 has shifted from outsider attacks to authorized users fighti
Avaya Wireless Silver World Card . . .
(Hermes chipset, Windows driver) against egch other. In the|_r conclusion the authors.demand
Access Point| D-Link DI-624+ collaboration as an essential part of a strategy againgt suc

attacks. However, they neither mention how to establisn suc
a collaboration nor how to protect it against further thseat

man-in-the-middle attack could be improved if all attackela@st but not least there exist also some practically ortente
systems, i.e. access point and station, would exchange Y¥Iks considering infrastructural wireless networks.][338]
results of their analyses. Thus, we are currently working dRodify an off the shelf wireless access point in order to cete
a communication layer to tie together distinct SIR entitie§0Mmon wireless attacks and perform active countermesisure
However, protecting this collaboration from new attackegp @gainst them. [33] even provides an opportunity of physical
is still in the early stages as the explanations presented'@@ction by localizing the attacker. Snort-Wireless [38] i
section 11l undoubtedly show. Further work is done to analygnother attempt to integrate wireless networks within sedir
additional threats and to make them detectable by adding nbdP-

policy scripts.
VI. CONCLUSION AND PERSPECTIVES

TABLE Il We have presented open issues for the development of

TESTRESULTS self-protecting mobile devices. Compared with converdlon
ATtack Tools Successful] Detected| @utonomic computing systems one has espgmally to care
Rogue Access Point hostapd,airsnart Y Y about the requirements derived from the dynamically chamgi
253?0'?_“0’;_":'02'("”3_ Vo!gﬂ “ ¥ mobile environment and the user's demands like simplicity
uthentication-Flooding Vol . .
Deauthentication-Flooding wlan_jack v v of use. On th(_e other hand there are .the limitations wh(_an
Beacon-Flooding fakeAP Y Y adopting security techniques from the wired world. The main
Man-In-The-Middle monkey_jack Y Y contribution of this paper is twofold. First, we proposed a
Client MAC-Spoofing no special tool Y N

general system architecture to face the mentioned diffesult
Second, we discussed the application of trust as an alieenat



to traditional cryptographic schemes to establish a secyze]
collaboration between distinct devices.

We are sure that our approach presents a promising solution
although it has not been fully validated yet. This applies
especially to the intended use of trustful collaboratiors@m
called cooperation groups which has — to our best knowledge
— not yet been considered by other works in this field. Beirgg2l
merely more than a sketch at the moment we still belie\f&]
that our solution’s potential already becomes visible. \We a
working hard at the extension of our prototype and hope to
present a detailed concept for a trustful collaborationhie t [24
near future.
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