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Abstract
In this paper we present a comprehensive architecture that supports dynamic device integration and collaboration. These
two aspects are useful to create and maintain smart and self-managing computing environments in which multiple devices
complement each others’ functionalities and harness their resources to provide users with freedom and flexibility of inter-
action. The architecture enables various stakeholders (users, application developers, administrators, service providers,
etc.) to identify their place in creating or using a unified, consistent and wholesome system that is made up of many (and
possibly heterogeneous) independent parts.

1. Introduction

Context-aware computing has gained a considerable attention in the research community in the recent past. Context-
awareness has been considered in developing adaptive, multimodal interactive systems [1]; for creating smart systems [3];
for developing mobile applications [4]; for managing distributed systems [6]; for securing data integrity and building rep-
utation systems [7]; for mobile transactions [8]; for designing configurable software components [9], and, more recently,
for developing self-managing systems [2].

This is a good indication that the design, implementation and use of context-aware systems should take several concerns
into account. As the system size and complexity increase, the development and maintenance task may not be the respon-
sibility of the application developer and the user alone. Previously, context-aware systems (mostly applications) were
developed with some specific tasks in mind and not much consideration was given as to how these systems should fit into
a more comprehensive and more complex service landscape. As a result, their usefulness and scope is limited. This does
not purport, of course, that some of the proposed middeware and smart environments, such as SOCAM [5] and Semantic
Space [10], do not foresee or accommodate the integration of context-aware systems into existing infrastructures. To some
extent system integration is addressed. However, the existing approaches should be extended with additional features that
enable several stakeholders to access, configure, reconfigure and, if need be, modify or extend context-aware systems.

In this paper, we will report the progress we are making in developing a comprehensive conceptual architecture. The
architecture is being implemented to develop a smart system that assist elderly people to live independently. The remaining
part of this paper is organised as follows: in section 2., we give a brief scenario that will serve as a basis to motivate the
architecture; in section 3., we will introduce the conceptual architecture; in section 4., we will demonstrate the modelling
of tasks, devices and context to support collaboration; and finally, in section 5., we will summerise the implementation of
the architecture and outline future work.

2. Scenario

Janet is a 70 years old retired old woman and lives by herself. Her pension does not allow her to live luxuriously, but
the smart devices and appliances in her apartment (most of them being gifts from her two children) enable her to enjoy
relaxed life at home and elsewhere. Below is given some typical examples of how she interacts with the devices:

1. While putting old dirty closes in the washing machine, she sees on the screen a warning message sent from the
dishwasher controller. The dishwasher is running but does not pump out water. When Janet receives the message,
she requests the washing machine controller to transfer the message to her interactive TV in the living room.

2. Janet enters into the living room and sees that the warning message has already been displayed on the interactive
TV. Unlike the very brief warning displayed on the screen of the washing machine, this one provides a detailed
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Figure 1. A system architecture for enabling autonomous decision making

description of the problem. Janet, however, could not figure our the problem, so requested the interactive TV to
send the problem description directly to the vendor.

3. The vendor’s “reception” service received the problem and examines its severity, which is of grade “B”, implying
that it needs a technician’s intervention. Then it checks two prerequisite before sending out a confirmation: (1)
whether the product’s guarantee is still valid (in which case, it was still valid); and (b) whether there is a free
technician whose free slot matches that of Janet’s. The vendor’s “reception” service has a limited access to Janet’s
calendar service, and the two services negotiate on a visit by a technician. As a result, the “reception” service sends
out a confirmation. Moreover, the “reception” service connects Janet with an emergency team so that she can take
immediate step to deal with the imminent problem.

3. Conceptual Architecture

The scenario above reveals three essential aspects of an autonomous, smart system: (1) Context-awareness; (2) dynamic
cooperation between devices; and (3) autonomous decision making. Context-aware feature is reflected when the notifica-
tion of the defect of the dishwasher is transfered to the wash machine (an active device near to the present whereabouts of
Janet) and when there was a negotiation between the vendor’s “reception” service and Janet’s calendar service. Dynamic
device cooperation enables Janet to access messages of different complexities that depend on her own activity and the de-
vice she can access; and to manage problems without much hectic and obstruction. These two features lead to autonomous
decision making of various degrees. Figure 1 shows the system architecture we propose to support these three features.

The architecture consists of five management components and a rule engine. The policy management component enables
users, service providers and administrators to define policies regarding the entire system’s accessibility and operation. The
user associates contexts with tasks. The administrator defines rules for specifying interactions and configures services and
devices accordingly. The service providers provide description of their services, which include binding information.

The knowledge management component stores and manages knowledge regarding available devices and context sources
and their current status. To simplify context use and modelling, we define a context to be an event that occurs inside
devices and sensors. The relevant context type is defined by the user (by setting thresholds or naming a place or a
person’s ID). All events are entered into the knowledge management component which filters them according to their
relevance to the user. The knowledge management component includes also a pool of rules that are generated by the
policy management component.

The collaboration management access the knowledge management through the rule engine to determine which devices
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Figure 2. An overview of the task ontology

can establish relationship. For example, in a multimodal environment, the collaboration management component decides
how best to present information to a user, based on the available devices that are near to the user.

The rule engine is the central part of our architecture. It gives meaning to the events that arrive at the knowledge
management component and request the collaboration management component to carry out specific tasks. The device
management component and the context management components register their devices by the knowledge management
component and enable users to individually configure devices and context sources.

4. Collaboration

Collaboration is executed by modelling tasks, devices and contexts and by defining rules based on the concepts, relations
and instances that make up these models. Tasks are modelled by someone who plays the administrator’s role through the
user modelling interface in the policy management component. Presently, we use ontology to define tasks and relation-
ships between tasks and to categorise task events. Figure 2 shows a partial overview of the task model for the scenario we
discussed in section 2.. Likewise, devices and relationship between them as well as device instances are defined by using
a device ontology. The device ontology is created by the administrator, but it takes the device descriptions delivered by
the device providers into account. This way it is possible to easily integrate devices into a unified collaborative environ-
ment. During the implementation of the conceptual architecture, we found that this was rather a difficult step, as devices
and their descriptions (when available) are heterogeneous and the administrator should have a complete knowledge of
the structure of the descriptions. An additional model is the context model which describes the user’s social settings and
physical environment.

Once these models are in place, both the user and the administrator can defined rules. At present, the user defines
higher-level and user friendly policies from which rules are created by the Policy2Rule Transformation component. The
higher-level policies are described using ECA rules (event-condition-action) and the Policy2Rule component transforms
the ECA rules in a way that is both syntactically and semantically meaningful to the knowledge management component.

Apart from the different models that are created and managed, the administrator is also responsible to grant access rights
to various stakeholders, including the users and people and agents which are related to the users. These are defined as
ECA rules through the user modelling interface.

The rule engine is the central element of our architecture. It subscribes to events and rules and evaluate and fires rules
whenever new events arrive. To reduce the number of events that arrive at the knowledge management component from
devices and context sources2, the user or the administrator can configure them to publish only the relevant events.

Finally, relevant tasks are carried out by the collaboration management component.

2Note that practically all devices are context sources and they create context events whenever their status change
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5. Discussion

This work has been motivated by the premise that much freedom can be granted to users if all the computing devices and
embedded systems they own can establish spontaneous cooperation based on the user’s activities and whereabouts as well
as events that are interesting to the users. We provided a scenario on independent living to magnify the premise and to
demonstrate the usefulness and scope of the conceptual architecture we proposed.

Except the policy management component, the remaining components are implemented in an OSGi environment and a
prototype was developed for the scenario described in section 2.. Initial test demonstrates that spontaneous collaboration
is both useful and meaningful. Because of accessibility problem in wash machines and dishwashers, etc., we could not
be able to test our prototype in real systems. But we simulate these devices. To capture the whereabouts of the user, we
used IR beacons and IButton sensors. For defining the three ontology trees (device, task, and context), we used the OWL-
DL ontology framework. The policy management component, particularly, the poliy2rule transformation component,
becomes more complicated than we initially expected. It is left as a future work.

While initial test of our prototype was encouraging, there are, however, some open issues we would like to address in
the future. Some of these are: (1) Usability: How intuitive is it for users (such as elderly people) to manage interacting
with a diversity of devices? (2) Performance: Does the rule engine provide timely results so that the user can have real-
time experience? and (3) How does the system behaves in events that are enirely unexpected by the user or the system
administrator?
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