Abstract—The energy consumption of a wireless sensor network affects its lifetime which in turn affects the scope and usefulness of the network. Most existing or proposed MAC protocols enable nodes to specify a duty cycle, so that they can sleep much of the time to save energy. However, only very few models exist to determine the appropriate time and duration of a sleep phase. Existing approaches rely on pre-calculated sleep durations or are difficult to implement on real platforms. We propose a runtime and adaptive model to estimate the sleep time and duration of wireless sensor nodes. Our model takes the statistics of incoming and outgoing packets at a relay node which is then supplied to a general queueing model. The model is lightweight and can be fitted into any existing MAC protocol. We have implemented our model for TelosB platform and TinyOS environment. We integrated our model with two existing protocols (TinyOS LPL MAC and XMAC) and compared the performance of these protocols with and without our model. The performance evaluation results show that the energy consumption of a relay node reduced by 11.4 – 64.8%. The overall throughput of the network increased by up to 24%. Moreover, our model readily responded to changes in packet traffic rate while at the same time increasing the packet transmission reliability by 64.5 – 67.4% for different traffic scenarios.

Index Terms—Adaptive sleep time, duty cycle, energy efficiency, MAC Protocol, queueing Model, runtime management, wireless sensor networks

I. INTRODUCTION

Most wireless sensor networks should operate for a long time, unattended and without frequent replacement or recharging of batteries. This can be achieved only if they consume a small amount of energy at a time. Fortunately, the interesting phenomena the networks should monitor occur infrequently and nodes can turn off their radio and set their processor on a low-power mode whenever they are idle. For this reason, almost all existing or proposed medium access control protocols enable applications to specify the duty cycle of nodes, the portion of time a node stays active. It is defined as:

\[ D = \frac{t_a}{t_a + t_s} \times 100\% \quad (1) \]

where \( t_a \) and \( t_s \) are the active and sleep durations, respectively, and \( t_a + t_s = T \) is the period of the duty cycle. Alternatively, it can be sufficient to define only \( t_s \), so that once the nodes are awake, they can stay as long as their activity lasts, but they should sleep for a specified amount of time before they are ready for their next round of activity.

Whereas the need to define a duty cycle is recognized early on, so far very few models exist to determine this essential parameter. For example, in the first well-documented field deployment for habitat monitoring, a duty cycle of 1.7% is specified (i.e., nodes sleep 98.3% of the time) but no justification is given for this particular value [1]. The first MAC protocol that introduced the use of duty cycle for wireless sensor networks does not address how it should be determined [2]. Likewise, TMAC [3] introduces the concept of adaptive duty cycle but ignores its realisation. In some cases, experimental observations and knowledge of applications requirements are used to determine the values of a duty cycle [4], [5].

More recently, different approaches have been proposed to determine the duty cycle of wireless sensor networks. Wang et al. [6] pre-compute different sleep times for different application data rates and store these values in a table. The MAC protocol keeps record of these sleep times and chooses the value that is suitable for the data rate of the application (to satisfy the application’s requirement). Similarly, Zimmerling et al. [7] compute the optimal duty cycle of a wireless sensor network by taking different application-layer constraints (energy, reliability and per-hop latency) into account.

In this paper, we propose an adaptive model for computing the optimal sleep duration of a node in a wireless sensor network. Our approach is modular, meaning it is totally independent of the MAC and application layers and separates the concern of managing duty cycle from computing the duty cycle. Consequently, it can be integrated into any kind of MAC protocol. It is also dynamic, in that it autonomously adapts the sleep duration of individual nodes to changes in their surrounding, because the model relies on the statistics pertaining to the packet reception and transmission of individual nodes.

The contributions of the paper can be summarized as follows:

1) A Modular framework: Our model effectively separates the functionality of controlling the runtime sleep duration from the MAC and the application layers. The algorithm we propose keeps track of the changes in packet traffic statistics to determine the optimal sleep...
2) A distributed approach: Since the packet reception and transmission statistics of individual nodes can be different, a global duty cycle management strategy may not be efficient. Moreover, centralized approaches are often costly and slow to react to changes. Therefore, our approach relies only on local information and enables individual nodes to determine their own sleep schedule.

3) A lightweight analytic model: We propose a G/G/1/K queueing model to determine runtime parameters. The desirable characteristic of this model is that it is able to capture the statistical changes of the network traffic without the need to specify any MAC or application layer constraints. Furthermore, it does not make any assumption about packet arrival and transmission statistics.

4) Prototyping: We have implemented and tested our model on real sensor platforms (TelosB and TinyOS) and compared the performance of two types of protocols (XMAC [4] and TinyOS LPL MAC [8]) with and without our model. In all the experiments we conducted, our approach has impressive results.

The rest of this paper is organized as follows: In Section II, we present related work and highlight the merits and drawbacks of existing or proposed approaches. In Section III, we introduce and discuss the theoretical aspects of our approach in detail and in Section IV, we discuss its implementation. The algorithm that computes and manages sleep time is also presented in this section. In Section V, we present the validation and evaluation of our protocol and, finally, in Section VI we give concluding remarks and outline future work.

II. RELATED WORK

Almost all existing or proposed MAC protocols for wireless sensor networks enable nodes to sleep much of the time. The prevailing focus in the design of the first generation of protocols has been on enabling the nodes to effectively communicate with each other in spite of the fact that they may have different sleeping and waking times. Hence, sleep schedule synchronization and asynchronous communication mechanisms have been proposed [4], [5], [9], [10], [11], [12]. However, the research community gradually realized that determining the appropriate sleep and active durations was of equal importance, since these two parameters influence the quality of data that can be extracted from the networks and the lifetime of the networks. The longer nodes sleep, the longer becomes their lifetime, but the associated packet transmission latency also becomes longer, since nodes have to wait longer until their neighbours are ready to communicate with them. On the other hand, short sleep durations enable faster packet delivery, but reduce network lifetime.

Zimmerling et al. [7] propose a framework for adapting the MAC layer parameters at runtime, so that appropriate trade-offs between the lifetime of the network and the requirements of applications can be made. The framework employs the Glossy flooding algorithm [13] to collect information pertaining to the state of the network in real time and the optimal MAC parameters are determined outside of the network using this information. The optimality criteria is fulfilling specified application requirements (network lifetime, end-to-end reliability and latency). Then, the framework disseminates the parameters to all nodes in the network. The limitation of the framework is its introduction of a large communication overhead when collecting state information and disseminating MAC parameters. To reduce such overhead, Challen et al. [14] propose a decentralized framework by arguing that local changes in the state of the network often affect local nodes only and, therefore, it is sufficient to optimise MAC parameters locally. Unlike the framework of Zimmerling et al. the framework of Challen et al. focuses on minimizing the energy consumption of the network and does not consider other constraints. Each node maintains a vector of combined energy load and calculates the optimal trade-off between energy and network utility.

Wang et al. [6] propose an off-line approach which pre-calculates sleep times for different data rates required by applications. Each data rate corresponds to a specific activity duration and a specific energy consumption profile for receiving and transmitting packets. Then (sleep time, average energy) pairs are stored in a table based on which each node locally decides its sleep time at runtime. The merit of this approach is the small runtime overhead required for determining the appropriate sleep time. The limitation is the poor usability of pre-calculated sleep times in a network which experiences a high degree of network dynamics.

Byun et al. [15] propose a queueing model in a feedback control system to dynamically adjust the sleep time of a node. When the the queue size is constrained to a predetermined value, it produces a sleep time that achieves high energy efficiency and low delay. The model is analytic and simulation results confirm to its usefulness, however, it is too complex to be useful in practical settings. Likewise, Vigorito et al. [16] propose to control theoretic model to determine the optimal duty-cycle in a wireless sensor network that harvests energy from its environment. Thus, nodes harvest energy while sleeping and consume energy while they are active. The relationship between the harvested and consumed energy is expressed as a linear quadratic tracking problem. The objective of the model is to minimise the error between anticipated harvest and actual consumption, so that the system is always at an energy neutral operation. The duty cycle that achieves this state is the node’s duty cycle for the next phase.

Li et al. [17] propose a distributed algorithm to control the sleep duration of nodes by employing convex-optimization. The aim is to achieve energy-fairness while allowing nodes to determine their own sleep schedule. Nodes adjust their sleep time locally by exchanging current sleep interval, energy consumption rate with their neighbours. The algorithm is self-adaptive for different traffic loads and adjusts the upper bound on the energy consumption rate. However, the paper does not reveal the overhead of exchanging information.

Generally, the proposed approaches for adaptively determining the duty cycle of nodes rely either on centralized
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III. Theoretical Concept

Packets bound to be transmitted arrive at the MAC layer either from the network layer or directly from the application or the sensing layer. Generally, the time between the arrival of two packets (inter-arrival time) is a random variable, since it cannot be known in advance except in a probabilistic sense. Similarly, the duration between the time a MAC protocol begins transmitting a packet and the arrival of an acknowledgement of successful transmission is a random variable because no packet can be transmitted instantly. This time depends on several factors, such as the back-off time chosen by the MAC protocol to avoid collision and the time it takes the MAC protocol to win the channel through contention (which, in turn, depends on the data generation rate of the neighbour nodes and the network density).

Fig. 1 illustrates the activity pattern of a relay node. As can be seen, the number of packets that arrive at the MAC layer in succession and the time required to transmit them are variable. Likewise, the duration of the idle time between two activity phases is variable. If the expected idle time can be estimated, then it is possible to let the node sleep for that duration to save energy.

By considering the MAC buffer as a queue of fixed capacity ($k$ packets) and the MAC protocol as a server for transmitting the packets in the buffer (queue), then it is possible to adaptively estimate the expected idle time of a relay node using a general queueing model, $G/G/1/k$ (see Fig. 2). In this model, each packet arrives and is processed with different arrival and service rates $\lambda_i$ and $\mu_i$, where the index $i$ is associated with the $i$-th packet. The mean packet arrival and service rates are depicted by $\lambda$ and $\mu$, respectively. According to Little’s Law [18], the expected number of packets in the queue is expressed as:

$$L = \lambda W$$  \hspace{1cm} (2)

where $W$ is the expected waiting time, which is a function of the mean service rate $\mu$. If the number of packets in the buffer at an arbitrary time is denoted by $N$ and the number of packets in the buffer by the time a particular packet $A$ arrives at the queue by $N_A$, the queue length probability distributions can be expressed as:

$$P_n = P\{N = n\}, 0 \leq n \leq K$$  \hspace{1cm} (3)

$$P_n^A = P\{N_A = n\}, 0 \leq n \leq K$$  \hspace{1cm} (4)

Note that $P_0$ is the probability that the queue is empty, signifying the probability of a node experiencing an idle time. Kim and Chae [19] propose two complementary expressions to determine $P_0$. In the first expression, they consider a normal queueing formation whereas in the second, they consider the mirror image of the normal. As can be seen in Fig. 3, the white cells represent empty cells in the buffer and the shaded ones indicate occupied cells in the buffer. So, it is possible to imagine of “two” queues, which are complementary to each other. The one is formed by the arrival of packets while the other is formed by their departure (we call it a virtual queue). In the beginning, the former is empty while the latter is full.
The reason for considering “two” queues is that they can yield two different expressions for \( P_0 \) which can then be combined so that \( P_0 \) can be expressed in terms of \( \lambda_i, \mu_i, \lambda, \) and \( \mu. \)

Hence, according to Kim and Chae, using the queue formed by real packets, the probability that there are \( n \) number of packets in the queue is expressed as:

\[
P_n = \lambda \left( P_n^A \mu_n^{-1} - P_n^A \mu_n^{-1} + P_n^A \right), 1 \leq n \leq K - 1
\]

And the probability that the buffer is idle can be expressed as:

\[
P_0 = 1 - \rho \left( 1 - P^A_0 \right)
\]

where \( \rho = \frac{\lambda}{\mu} \) is the traffic density. Similarly, using the virtual queue,

\[
P_n = \lambda \left( P_n^A \lambda_n^{-1} - P_n^A \lambda_n^{-1} + P_n^A \lambda^{-1} \right), 1 \leq n \leq K - 1
\]

And,

\[
P_0 = \lambda P^A_0 \lambda_0^{-1}
\]

We formed simultaneous equations using Equations 5, 6, 7, and 8 to get the following expression:

\[
P_n^A = P_n^{A-1} \left( \frac{\mu_n^{-1} + \lambda_n^{-1} - \lambda^{-1}}{\lambda_n^{-1} + \mu_n^{-1} - \mu^{-1}} \right)
\]

Equation 9 can be recursively calculated to derive an expression for \( P^A_0 \) in Equation 8. As a result, the probability that the buffer is idle can be expressed as:

\[
P_0 = \lambda \lambda_0^{-1} \left( 1 - \rho \right)
\]

where:

\[
\Psi = \frac{\beta_0 \beta_1 \cdots \beta_{K-1}}{\gamma_1 \gamma_0 \cdots \gamma_K}
\]

\[
\beta_n = \mu_n^{-1} + \lambda_n^{-1} - \lambda^{-1}
\]

\[
\gamma_n = \lambda_n^{-1} + \mu_n^{-1} - \mu^{-1}
\]

### IV. Framework

We implemented the general queueing model to manage the sleep time of nodes in a wireless sensor network. Our framework is modular in that it can be plugged into any MAC protocol. We plugged it into two existing protocols without significant modifications to the existing codes.

The framework has three components. The first component is responsible for monitoring and recording the arrival and departure time of incoming and outgoing packets from which it estimates the packet arrival and service rates. In the second component our idle time estimation algorithm, which is the implementation of Equation 10. The third component is a runtime sleep management component which is responsible for managing and disseminating the sleep schedule of the node. Figure 4 displays the architecture of our framework. We have depicted the framework outside of the MAC protocol to demonstrate its modularity and that its implementation does not significantly affect the realisation of the MAC protocol.

#### A. Algorithm

The algorithm which computes the sleep time of a node divides time into epochs (\( E \)) and control periods (\( T_{cp} \)) (see Figure 1). A single epoch consists of an activity period, \( t_a \), which is then followed by an extended idle period, \( t_s \), during which the node should sleep. A relay node receives and transmits \( m \) number of packets within a single epoch (where \( m \) is a random variable). There are \( n \) epochs in a single control period and \( n \) depends on the packet generation rate of the network. For a given configuration, \( n \) is a fixed number. For all our experiments we set \( n = 5 \). All epochs of a single control period will have the same sleep time. A control period also serves as an observation period for collecting statistics for the next sleep duration of a node.

Within a single control period, the packet monitoring component calculates \( \lambda_i \) and \( \mu_i \) for all incoming and outgoing packets and store them until the observation time is completed. After \( n \) epochs are completed, the monitoring component forwards the parameters \( n, \lambda_i \) and \( \mu_i \) to the algorithm, which then computes \( P_0 \) using Equation 10 and \( t_s \) using Equation 14:

\[
t_s = P_0 \times \frac{T_{cp}}{n}
\]

where \( n \) is the number of epochs. The length of \( T_{cp} \) in seconds depends on the width of each epoch. Algorithm 1 summarises the basic steps required for dynamically computing the sleep time of a node.
Algorithm 1 Adaptive Sleep Time Management Algorithm

Input: $\lambda_i, \mu_i, n$
Output: $\Psi, \rho, P_0, T_{cp}, t_s$

1: procedure SLEEP TIME COMPUTATION
2: top:
3: if $i < n$ then
4:   $\lambda_i \leftarrow \lambda_i$
5:   $\mu_i \leftarrow \mu_i$
6: if $i = n$ then
7:   $\Psi \leftarrow \Psi$
8:   $\rho \leftarrow \rho$
9:   $T_{cp} \leftarrow \sum_{i=1}^{n} E_i$
10: $P_0 \leftarrow P_0 = \lambda \lambda_0^{-1} \left( \frac{1 - \rho}{\lambda \lambda_0^{-1} - \rho \Psi} \right)$
11: $t_s \leftarrow P_0 \times \left( \frac{T_{cp}}{n} \right)$
12: RESET
13: $i \leftarrow 0$
14: close
15: goto top

B. Implementation

We integrated our framework into the XMAC [4] and the TinyOS LPL MAC [8][20][21] protocols for TinyOS and deployed the protocols on TelosB nodes. These nodes formed a network consisting of four source nodes, a relay node and a base station. Figure 5 displays the experimental set up of our wireless sensor network.

Both the LPL MAC and XMAC define preambles to enable asynchronous sleep schedules in wireless sensor networks. Even though nodes are free to independently decide when to sleep, the duration of the sleep period is fixed and the length of the preamble is determined by the fixed sleep time. A preamble enables a transmitter node to express its intention to communicate with a relay node. The preamble transmission continues until the transmitter receives an acknowledgement signifying the readiness of the relay node to communicate.

V. Evaluation

We evaluated the performance of our framework by specifying different performance metrics. These are:

1) Reliability: It is a measure of the ratio of the number of packets successfully received by the base station to the number of packets generated and forwarded to the relay node by the source nodes.
2) Power consumption: We consider the average power consumption of the entire network as well as the instantaneous power consumption of the relay node.
3) Throughput: The number of packets received by the base station for one hour.

We measured these metrics by operating the network with and without our framework and by varying the packet arrival rates of the source nodes. In all the subsequent figures we append the label -W-QM to the name of a protocol when the queueing model was integrated with it and -WO-QM when it was not.

The source nodes generated packets with different inter-packet intervals (IPI) that vary from 100 ms to 1000 ms. These correspond to packet generation rates varying from 10 packets per second to 1 packet per second. Each node forwarded the packets to the base stations via the relay node after winning the medium through contention, as per the implementation specifics of the XMAC and the LPL protocols. The relay node, too, competes with the source nodes to forward the packets to the base station. We fixed the sleep time of the two protocols to 100 ms when they were used without our framework; the reason for choosing this value was to accommodate the highest traffic density.

We used a digital oscilloscope and digital power analysers (Yokogawa WT210) to measure and analyse the power consumptions of the nodes.
Figure 6: The buffer size of a queue for different inter-packet intervals.

A. Queue Size Distribution

Fig. 6 shows the average and the maximum queue buffer length distributions for the different input traffic rates when the two protocols integrated our framework. To measure the buffer size we considered the following IPI: 100, 250, 333, 500, 750 and 1000 ms. The maximum buffer size was eight packets when the XMAC-W-QM was employed (for an IPI of 200 ms, signifying high traffic) and three packets when LPL-W-QM was employed. This observation enabled us to select the appropriate buffer length that prevented the queue from overflowing. Hence, throughout our experiment, we set \( K = 10 \).

B. Reliability

As stated previously, the reliability is the measure of the number of successfully delivered packets to the destination node (base station). The sleep time has a direct bearing on the reliability of packet transmission, since packets can be lost if there is a mismatch between the transmission time of source nodes and the sleep time of relay nodes. The drawback of our framework is that the sleep time of the relay node has to be adaptively computed and new values have to be communicated to the source nodes. The drawback of the existing protocols when they are used without our framework is that as the IPI changes, the size of their preamble remains unchanged as a result the schedule mismatch between the source nodes and the relay nodes increases, increasing the packet loss rate.

As can be seen in Fig. 7, the reliability of the MAC protocols which integrated our algorithm is consistently high. This is particularly true for the XMAC protocol. The reliability of both protocols without the queuing model is low in general, but it is significantly lower for smaller IPI. Overall, the packet transmission reliability increased by 64.5% (for small inter-packet intervals) and by 67.4% (for large inter-packet intervals).

C. Power Consumption

Fig. 8 displays the average power consumption of the entire network during a 1-hour operation. All the protocols consume a comparable amount of power at smaller IPI, which is plausible since the nodes are active much of the time (our framework consumed a relatively large amount of power for IPI = 200 ms, apparently due to the background process that computed the sleep time; when the packet arrival and departure rates increase, the duration of each epoch becomes smaller, as a result, the control period becomes shorter and the framework frequently computes new sleep time). However, as the IPI increases, the idle time plays a significant role in reducing the power consumption of a node. Interestingly, our framework significantly reduced the average power consumption of the default TinyOS LPL MAC protocol almost always.

Fig. 9 displays the instantaneous power consumption of the relay node for the four different cases (with and without our framework integrated into the XMAC and LPL protocol). In all the cases, the power consumption of the relay node experiences fast fluctuations, because both protocols support low duty cycle. However, as we vary the IPI, our model changes its sleep time accordingly, allowing the relay node to sleep longer when the IPI was larger. Overall, the average power consumption of the relay node reduced by 11.4% (for small inter-packet intervals) and by 64.8% (for large inter-packet intervals).
D. Throughput

We defined throughput as the amount of packets extracted from the network during its 1-hour operation. We expected a modest reduction in throughput when our framework was employed due to the trade-off between the reduction in power consumption (as a result of longer sleep times), on the one hand, and the throughput, on the other. While this is true for the XMAC protocol (compared to XMAC-WO-QM, the XMAC-W-QM yielded lower throughput when the inter-packet interval was 166 ms, 200 ms, 333 ms, and 1000 ms), for the LPL protocol, however, its performance was encouraging, since almost always, our framework produced either comparable or even better throughput even though the power consumption of the LPL protocol was considerably larger when our framework was not integrated into it. Fig. 10 shows the throughput of the network for the different scenarios. The overall throughput of the network increased by up to 24%.

VI. CONCLUSION

In this paper we proposed, implemented, and tested a dynamic and adaptive sleep management model for wireless sensor networks. Our model is modular and lightweight and can easily be integrated into existing MAC protocols. We integrated it into the default TinyOS LPL MAC protocol and XMAC protocol and quantitatively evaluated various performance and energy metrics. The model implemented a $G/G/1/k$ queueing model, where the two $G$s stand for general inter-packet interval and service rates, respectively, and $k$ refers to a fixed buffer size.

In our model, time is divided into epochs and control periods. The sleep duration of all epochs belonging to a single
control period is the same. A control period serves to collect sufficient statistics to estimate inter-packet arrival rates and service rates for the next control period.

Our test network consisted of six TelosB sensor nodes which run TinyOS. Four of these were source nodes which generate packets and their packet generation rate changes over time. A relay node forwarded the packets from these nodes to a base station which was a single-hop away from the relay node. Our model varied the sleep duration of the relay node by observing the packet arrival and departure patterns at the relay node. We considered the instantaneous and average power consumption of the network in general and the relay node in particular, packet delivery reliability, and throughput and discrete inter-packet arrivals (100, 250, 333, 500, 750 and 1000 ms.) to evaluate the performance of our model. We operated the network for one hour for each configuration. The experiment results show that the power consumption of the relay node reduced by 11.4% when the inter-packet arrival was small and by 64.8% when it was large. Similarly, the model readily adapted to changes in IPI and increased the packet transmission reliability by 64.5% for small inter-packet intervals and by 67.4% for large inter-packet intervals. The overall throughput of the network also increased by up to 24%.

In future, our aim is to increase the size of the network and to investigate the scalability of our approach and to consider additional protocols into which we can integrate our model.
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